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Resumo 
 

A indústria da produção de vidro desempenha um papel importante no consumo global de 

energia com significativas emissões de � para a atmosfera devido aos combustíveis fósseis con-

vencionais usados, como fonte de energia, no processo de fusão. Nas duas últimas décadas, tem sido 

desenvolvida investigação com o intuito de se estudar fontes alternativas de aquecimento para se 

reduzir as emissões de gases de efeito estufa. Entre essas alternativas, o aquecimento por micro-ondas 

aparece como uma promissora fonte de aquecimento no processo de produção de vidro, com 

vantagens substanciais relativamente às fontes de aquecimento convencionais. 

Esta Tese tem como objetivo fornecer informações sobre os mecanismos de aquecimento por 

absorção de micro-ondas num processo contínuo de fusão de vidro. O software comercial COMSOL 

Multiphysics foi utilizado para os cálculos numéricos transientes que acoplam as físicas eletromagnética 

e térmica. Foi desenvolvido um algoritmo em linguagem MATLAB para controlar autonomamente o 

processo, por ajuste da potência fornecida, necessária para se obter as condições de saída desejadas, 

e da geometria da cavidade, com o objectivo de maximizar a eficiência eletromagnética. Foram 

realizados diversos estudos com o objetivo de analisar e quantificar a influência de vários parâmetros 

neste processo de produção. 

O controlador desenvolvido provou ser um sucesso, fornecendo resultados em regime estaci-

onário para diferentes condições operacionais, respeitando sempre as condições de saída desejadas 

e utilizando a menor quantidade de energia possível. Um estudo paramétrico inovador foi realizado, 

permitindo encontrar as condições operacionais que maximizam a eficiência global do processo. Para 

essas condições, verificaram-se gastos de energia 54% abaixo do consumo energético do processo 

convencional. 
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Abstract 
 

The industry of glass production plays an important role in the global energy consumption with 

significant � direct emissions to the atmosphere due to the conventional fossil fuels that are used as 

energy sources. In the past couple of decades considerable research has been made to switch the 

current energy sources in order to achieve reductions in the emissions of greenhouse gases. Among 

the alternatives, microwave radiation appears to be a promising one, with substantial advantages over 

the conventional heating sources. 

This Thesis aims to give insight on the microwave absorption heating mechanisms that take 

place in the continuous flow glass melting process. The commercial software COMSOL Multiphysics 

was used to solve the three-dimensional transient simulations with the coupling of the electromagnetic 

and thermal physics. A MATLAB algorithm was developed to autonomously control the process by 

adjusting the power input, required to achieve a specific output condition, and the microwave cavity 

geometry, to maximize the microwave efficiency. Several studies were performed with the objective of 

showing how different parameters influence the continuous glass melting process heated by microwave 

energy. 

The developed MATLAB controller has proven to be a success, providing steady-state solutions 

for different operational conditions while respecting the requested output ones and using the minimum 

possible power. An innovative parametric study was conducted, and it allowed to find the operational 

conditions that maximize the global efficiency of the process. For these conditions, energy savings of 

almost  relatively to the conventional process were achieved. 
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Chapter 1  
 

 

Introduction 

 

This chapter aims to introduce the present work. The motivation for this Thesis is presented in 

Section 1.1, followed by the main objectives that it pursues in Section 1.2. The literature review that was 

done during this work is exposed in Section 1.3 and, finally, in Section 1.4 the Thesis outline is drawn. 

 

 

1.1 Motivation 

 

The glass production industry plays an important role in the Europe’s energy consumption, as 

well as in its � emissions, due to the high temperatures needed in the process of glass melting [1]. In 

order to reduce costs and emissions of greenhouse gases, major efforts have been made to improve 

the efficiency of the process of glass melting. Several studies report improvements in furnace designs 

as can be seen, for example, in [2]. On the other hand, Yao et al. [3] report the usage of different energy 

sources, namely a radio-frequency plasma, a 12-phase alternating current arc and an oxygen burner in 

order to achieve better energy efficiencies than those of the conventional air-fuel firing method. Although 

the research mentioned above is far from being complete, new energy sources are being extensively 

studied in order to reduce emissions and costs. In the last couple of decades, microwave energy started 

being used in glass processing with promising results namely in the quality of the final product and in 

time and energy savings [4-5]. 

Microwave heating is a very complex phenomenon which involves the two-way coupling of the 

Maxwell’s and heat transfer equations due to the materials dielectric properties dependence on 

temperature [6]. A detailed description of microwave heating can be found in [7] and [8]. Microwave 

heating is an energy conversion phenomenon rather than an energy transfer one. Essentially, when a 

time-varying electric field reaches a dielectric medium, it suffers some attenuation and lagging mainly 

due to the polarization of dipolar molecules. This alternating reorientation of the molecules generates 

heat, result of friction mechanisms. There may be other heating mechanisms such as ionic conduction 

and the Maxwell-Wagner effect, but the dipole polarization is the most influent on microwave frequencies 

[9-10]. The material response to the external electric field is measured by its complex permittivity, . 

There are several factors that influence microwave heating such as the physical properties of the mate-
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rial being heated, its geometry and location within the electric field, the frequency and operating mode 

of the external electric field, the geometry of the microwave cavity, etc. [9]. 

One of the most relevant parameters of microwave heating is the penetration depth, , 

which is the depth within the material where the external electric field amplitude falls to  of its value 

at the material surface. The penetration depth decreases with the increase of the frequency of the elec-

tric field and with the increase of the loss factor, which is the imaginary part of the relative complex 

permittivity [11]. The microwave dissipation power density, which is the power per unit volume that is 

absorbed by the material, is proportional to the loss factor, to the working frequency and to the square 

of the electric field intensity. Almost all the power absorption occurs within a layer of thickness equal to 

, starting from the material external surface. Since microwave heating is a volumetric phenomenon, 

values of the penetration depth that are considerably smaller than the thickness of the material being 

heated will mean a less efficient heating process. 

The main advantages of high temperature microwave heating, over the conventional one, are 

reported in several studies. Since the heat generation due to microwave absorption is a volumetric phe-

nomenon, microwave heating allows a significant decrease in the process cycle time with less energy 

consumption [4-5]. Concerning the environmental impact, microwave heating is preferable to the con-

ventional heating method since it has no direct � emissions [12]. On the other hand, there are several 

physical mechanisms in microwave heating that can turn out to be disadvantageous. Firstly, since the 

electromagnetic field is strongly coupled with the thermal field it is necessary to establish a method to 

control the process in order to have efficiencies as high as possible, by keeping the electric field peaks 

over the material to be heated. This can be done by changing the cavity geometry or the material position 

within the cavity, otherwise the microwave power density can decrease considerably leading to low 

heating rates and heating efficiencies. Secondly, some materials like glass and other ceramics, have a 

loss factor that increases sharply with the temperature. Since the power absorbed by the material is 

proportional to the loss factor, a feedback mechanism usually called thermal runaway can occur leading 

to hotspots whose temperature grows uncontrollably [13-15]. These hotspots can damage the heating 

system and can create undesirably temperature gradients in the material leading to thermal stresses 

that can compromise the final product. In order to prevent this phenomenon, the power input of the 

system must be controlled. 

 

 

1.2 Objectives 

 

The main objective of this Thesis is to develop a numerical model to study the continuous flow 

glass melting process, while using microwave radiation as the heating source, in a single-mode cavity. 

COMSOL Multiphysics is the selected commercial software since it has been widely used in several 

studies involving the coupling of electromagnetic and heat transfer physics [15-19]. Besides there are 

also reports concerning verification and validation of numerical models created in COMSOL Multiphysics 

[16-17, 20]. In order to obtain steady state solutions with maximum efficiency, minimized power input 
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and with all the material being processed at the outlet, a MATLAB algorithm will be developed following 

the previous works of Mimoso et al. [19] and Mendes [21].  

It is the purpose of this work to analyze the evolution of the heating and melting process of the 

glass as it flows through an applicator tube, which is partially inside a microwave cavity. Different para-

metric studies will be carried out to study the influence of the applicator tube inner diameter and mean 

flow velocity in the global efficiency of the process. The influence of the tube rotation in the efficiency 

and thermal field will also be analyzed. This work will look for insight on the control of the continuous 

flow melting process of glass, on the principal difficulties inherent to the process, on the optimal opera-

tional conditions and on improvements relatively to previous works on the literature. 

 

 

1.3 Literature Review 

 

This section aims to give an insight into the research that has already been done on microwave 

heating applications. In the first subsection, attention will be given to microwave heating applications in 

the glass industry. The second subsection will focus in the factors that influence microwave heating. 

Finally, the third subsection will deal with continuous flow microwave heating applications presenting 

some important parametric studies. 

 

 

1.3.1 Microwave heating applications in the glass industry 

 

Besides food industry where microwave heating has proven to be extremely effective, there are 

several other applications, namely in the glass and ceramic industry, where this heating source is 

emerging with promising results. Mandal and Sen [10] reported the usage of microwave radiation for 

drying, joining, sintering and coating of ceramic materials. This study also mentions small scale batch 

glass melting and a comparison between the microwave heating process and an equivalent conven-

tional process in terms of final product properties and energy efficiency. It states that it was verified an 

enhancement in the optical absorption for iron-doped phosphate glasses when processed by microwave 

radiation. Energy savings of  and considerable reductions in melting time were reported in small 

batch glass melting comparing to the conventional heating process. In another study, Mandal et al. [5] 

reported a comparative analysis between conventional and microwave assisted small batch glass 

melting. Examination by X-ray diffraction analysis of both final products showed that both materials have 

almost identical properties. Again, energy savings and time reductions of about  were reported, 

leading to a considerable decrease in the overall process cost. 

Bykov et al. [8] presented a topical review on high-temperature microwave processing of mate-

rials and, particularly, a review on the advantages of microwave heating in ceramic sintering. Besides 

the clear energy consumption and cycle time reductions, it is reported that higher material densities 

have been reached with microwave heating comparatively to conventional sintering process. A reduction 

in the sintering temperature is also observed thus leading to cost savings. The volumetric phenomenon 
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in microwave heating allows higher heating rates and therefore a reduction in grain size which improves 

the overall performance. The work of Agrawal [4] also reports several advantages of microwave heating 

over conventional heating in the sintering process of ceramics and metals. Again, energy savings and 

cycle time reductions due to better material diffusion and phase transformations are reported. Finer 

grain sizes after microwave assisted sintering are achieved leading to better mechanical and physical 

properties of the sintered materials. A reference to microwave glass melting is made at the end of the 

work but, again, only in a small batch process. 

Acevedo et al. [22] presented a numerical study of microwave heating of cullet glass by means 

of a combined electric and thermal model. Although it is a batch process, this work presents a very 

important issue in microwave heating of ceramic materials which is the initial part of the heating process. 

Since ceramic materials, such as glass, poorly absorb microwave radiation at temperatures below  

due to the very low values of its loss factor at these temperatures, a preheating mechanism is necessary 

to activate the glass absorption of microwaves. This study reports the use of a silicon carbide, SiC, 

susceptor which is a high absorber of microwave radiation at low temperatures, to initiate the glass 

heating process. The numerical results showed that the susceptor can provide appropriate preheating 

for the glass at low temperatures and that the susceptor location significantly influences the heating 

process. The authors mention the importance of performing a previous analysis of the susceptor location 

to find the optimal one in order to get the most uniform temperature fields and the highest possible 

efficiencies. 

 

 

1.3.2 Factors that influence microwave heating 

 

As mentioned earlier, microwave heating is a very complex phenomenon and there are many 

factors that play an important role in the process. It is important to know these factors in order to have 

good efficiencies which may lead to the advantages stated above such as energy consumption and 

cycle time reductions in the heating process. Loharkar et al. [9] highlighted four significant parameters 

affecting microwave heating. The first one is the material dielectric properties, namely the complex per-

mittivity and the ratio between its imaginary and its real terms, which indicates if the material is suitable 

to be heated by microwave radiation. The heating mechanism in electric field heating is another 

parameter that influences microwave heating. The authors refer three of them, namely polarization of 

dipolar molecules, ionic conduction and Maxwell-Wagner effect. The third parameter is related to the 

load itself, which is the material that is being heated. Here, the penetration depth is of extreme im-

portance because it controls how uniformly distributed is the microwave dissipation power density, i.e., 

how uniform will be the heating inside the material volume. In order to achieve good efficiencies, the 

size of the load should be close to the order of magnitude of the penetration depth. Because microwaves 

form a standing wave pattern inside the cavity due to interference phenomena, good heating efficiencies 

are achieved when the load is positioned in a spot with high electric field amplitude. Finally, the kind of 

applicator or microwave cavity is the last influencing parameter reported in this work. The heating pro-
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cess is strongly influenced by the microwave cavity geometry and whether it is in a single-mode or multi-

mode configuration. 

Clemens and Saltiel [23] presented a detailed numerical model to solve the coupled electro-

magnetic-thermal problem using the finite difference time domain method (FDTD). The purpose of the 

study was to understand the influence of the working frequency, load size and dielectric properties of 

the heated material. The simulations were performed using a multi-mode cavity. It was reported that 

small variations in the working frequency have a tremendous impact in the heating process because of 

the resonance effect. This indicates that when using multi-mode cavities, its geometry must have a 

resonant frequency that needs to be the same as the working frequency. Regarding the dielectric 

properties, it was shown that they can influence the resonant behavior of the system and thus the effi-

ciency of the process. Simulations with different load sizes indicated that there is a critical size which is 

related to the cut-off frequency phenomenon, i.e., when the distance between the load and the cavity 

walls is less than half of a wavelength. The waves are strongly attenuated as they try to pass around 

the load and, consequently, the effective surface area for wave penetration is reduced leading to a 

power absorption decrease. Taking that phenomenon into account, the study reports that above the 

critical size, the microwave efficiency, i.e., the ratio between the power absorbed and the power input, 

decreases. Below the critical size, the microwave efficiency rises until critical conditions are achieved. 

If resonance occurs, i.e., phase matching of reflections off the load and walls which create a symmetric 

pattern, microwave efficiency can have a maximum value below the critical conditions. 

In the study of Cha-um et al. [24], a numerical analysis of microwave heating of a water and oil 

layer inside a single-mode cavity was performed. Experimental data was then used to validate the nu-

merical results. The authors report the effect of microwave power in the heating process, stating that 

higher power provides a greater heat generation inside the material. The influence of the load size was 

also studied. The results showed that, when the thickness of the material being heated is close to the 

value of the penetration depth, the heat rate is improved. The position of the load inside the cavity proved 

to be an influent parameter in the heating process. 

Gao et al. [25] studied the influence of various design parameters on the performance of micro-

wave heating of a water film, namely the efficiency of the process and the heating uniformity. In this 

work the effects of port location, load position and cavity shape, among others, are discussed. It is 

reported that cubic cavities have better performance than cylindrical or spherical ones. Since the load 

is heated inside a multi-mode cavity without any kind of impedance match control, very low microwave 

efficiencies are reported.  

The work of Morschhäuser et al. [26] depicted the influence of the microwave cavity geometry 

on the heating process. The study describes a microwave system that combines the advantages of both 

single-mode and multi-mode cavities allowing a high efficiency heating process with high mass flow 

rates. 

In short, there are several parameters that influence the microwave heating of a load. Those 

parameters, well documented in the literature, are essentially the dielectric properties of the material, 

the heating mechanisms, the penetration depth, the load geometry and position, the microwave cavity 

geometry, the working frequency and the power input. 



6 
 

1.3.3 Continuous flow microwave heating 

 

In this subsection continuous flow microwave heating is addressed. The first group of studies 

are related to the use of COMSOL Multiphysics for the numerical modeling of continuous flow microwave 

heating processes. This software has been extensively used in such numerical problems, achieving 

relative errors in an average of  between simulated and measured data. The second group presents 

some parametric studies in continuous flow microwave heating where several useful conclusions are 

drawn. 

The work of Salvi et al. [16] consists in the development of a numerical model in COMSOL 

Multiphysics to simulate temperature profiles in Newtonian (tap water) and non-Newtonian (carboxyme-

thyl cellulose, CMC, solution) fluids during continuous flow microwave heating. Iterative coupling of elec-

tromagnetism, heat transfer and fluid flow equations was granted by the software. The model consisted 

in a rectangular waveguide connected to an elliptical focusing microwave cavity where the vertical ap-

plicator tube was placed. Heat transfer between the fluids and the applicator tube was not considered 

and the tube was taken as transparent to microwave radiation. A microwave frequency of  was 

used in the study. The results showed clearly that the power generation is influenced by the dielectric 

properties of the material being heated. Experimental measurements were taken to validate the simula-

tion results. Differences between experimental and numerical results were found to be of arround  

for the electromagnetic power absorbed and values of �  were found for the linear correlation 

between simulated and measured temperatures. 

Tuta and Palazoğlu [17] presented a COMSOL Multiphysics finite element model of continuous 

flow microwave heating of fluids. Distilled water and CMC solution at several flow rates were used as 

heated materials. A cavity with similar configuration as the one in the work mentioned above was used. 

A working frequency of  was also used. The main difference consisted in the geometry of the 

applicator tube which was helical and not a vertical straight tube as in the previous study [16]. Convec-

tion heat transfer was considered between the tube and the surroundings and scattering boundary con-

ditions were used in the inlet and outlet of the tube to account for microwave radiation leakage. An 

experimental setup was also developed to validate the numerical model, showing differences of around 

. The results showed that distilled water presented better thermal uniformity at the outlet than CMC 

solutions. However, when compared to other results presented in the literature, the helical tube allowed 

for better uniformity in the heating of CMC solutions than other tube geometries. This phenomenon was 

due to secondary flows caused by the tube’s curvature. 

Wu et al. [18] presented a numerical model of a reaction tube with cross structures located in a 

single-mode cavity with the aim of achieving uniform microwave heating in ethyl acetate production. The 

use of COMSOL Multiphysics enabled the coupling of the Maxwell’s, the heat transfer, the reaction 

kinetics and the Navier-Stokes equations. Different initial velocities were compared in order to obtain 

the flow rate that provides the best thermal uniformity and heating efficiency. The influence of the dis-

tance and angle between each cross structure on the heating process have also been studied. In this 

model, heat exchanges between the mixture and the reaction tube were not considered. The results 

showed that the smallest flow rate and the smallest distance between cross structures are the best 
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combination to achieve heating uniformity and higher efficiencies. The angle between cross structures 

was considered to have little influence in the heating process. An experimental setup was manufactured 

to validate the numerical results. Measurements of the temperature in two different locations out of the 

waveguide were taken and compared to the numerical results giving relative errors below  for all flow 

rates thus revealing good agreement between the numerical and experimental results. 

The studies presented so far in this subsection have proved that COMSOL Multiphysics is a 

powerful tool to model continuous flow microwave heating processes. The following ones will show im-

portant parametric studies that have already been done which may give some insight about the micro-

wave heating phenomena. 

Mimoso et al. [19] developed a numerical model in COMSOL Multiphysics in order to simulate 

the continuous microwave glass melting process in a single-mode cavity operating at  in a �� 

mode with an alumina vertical container tube passing through it. A moving plunger was considered to 

allow the impedance matching during the simulations. The walls of the microwave cavity, including inlet 

and outlet of the tube, were considered as perfect electrical conductors, a classic boundary condition of 

the Maxwell’s equations. Convection and radiation heat transfer were assumed at the external bounda-

ries of the domain and surface-to-surface radiation inside of the cavity was considered. The flow of the 

material was assumed to be laminar with slip boundary condition imposed on the inner surface of the 

tube. The velocity field was calculated separately and then imported to the microwave heating model, 

since this field was not considered coupled with the other ones. Phase change was modeled by an 

apparent heat capacity used in the heat equation. Both thermal and dielectric properties of the glass 

were assumed to be temperature dependent. In order to obtain steady-state solutions for different 

operation conditions with high microwave efficiency and sufficiently high outlet temperatures, a MATLAB 

code was developed to allow for both power input and plunger position control during successive tran-

sient electromagnetic-thermal simulations. Two parametric studies were conducted in order to analyze 

the effect of the mass flow rate and temperature input. 

The results obtained showed that the plunger adjustment has a significant impact on the steady-

state microwave efficiency. Without this continuous impedance matching the model converged to a so-

lution with a low microwave efficiency. Regarding the influence of the mass flow rate, the authors state 

that there is no evident trend for the variation of the microwave efficiency. However, since the thermal 

efficiency increased with the mass flow rate due to the reduction of the residence time, the global effi-

ciency rose until a certain value. Concerning the temperature input, it was concluded that once the 

microwave oven reaches steady state with melting of glass there is no need to preheat the material with 

a different heating equipment. 

The work of Zhu et al. [27] presents a detailed numerical model to study the heat transfer in 

continuous flow. The main objective of this study was to understand the effects of the load dielectric 

properties, of the applicator tube diameter and its location and of the microwave cavity geometry on the 

heating process. The FDTD method was used to solve the Maxwell’s equations using a leapfrog 

scheme. To solve the energy and momentum equations a cell centered finite volume approach was 

used. The simulation domain consisted of a rectangular waveguide connected to an elliptical cross sec-

tioned microwave cavity. The fluid flowed inside a vertical cylindrical tube passing through the cavity. 
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Three different fluids were used in this study: apple sauce, skim milk and tomato sauce, whose dielectric 

properties were assumed to be temperature dependent. The microwave worked at a frequency of 

 in a �� mode. The applicator tube was assumed to be electromagnetically transparent and 

the walls of the waveguide and cavity were assumed to be perfect conductors. No-slip boundary condi-

tion was used in the inner wall of the applicator tube and the flow was assumed to be hydrodynamically 

fully developed. The power-law assumption was used to describe the behavior of the non-Newtonian 

fluids. At the outer wall of the applicator tube convection and radiation losses were used as thermal 

boundary conditions. 

Concerning the effect of the dielectric properties, the results obtained confirmed that materials 

with higher loss tangent, which is the ratio between the imaginary and real terms of the complex permit-

tivity, absorb more microwave power. Regarding the tube diameter, the results clearly showed that there 

is a critical value for the diameter for which the power absorption achieves a maximum value. This critical 

value is different for each fluid, being smaller for materials with higher loss tangent. This phenomenon 

is related to the cut-off frequency effect referred to by Clemens and Saltiel [23]. With respect to the 

position of the applicator tube, the results showed that the best microwave efficiency is achieved when 

the tube passes through the center of the elliptical cross section of the microwave cavity. A shift from 

that location causes a decrease in the power absorption due to the cut-off frequency phenomenon, as 

the distance between the tube and the walls of the cavity decreases. Changing the cavity cross section 

caused a decrease in the microwave efficiency. As the major axis of the ellipse became smaller, i.e., as 

cross section tended to a circular shape the resonance of the cavity decreased causing a reduction in 

the power absorbed. 

Yousefi et al. [28] developed a numerical model on ANSYS Multiphysics software to investigate 

the effects of inlet velocity, cavity height and applicator tube diameter on the process of microwave 

heating of continuous flowing water. Just like the previous work, the simulation domain used was a 

rectangular waveguide connected to an elliptical cross sectioned microwave cavity with a vertical appli-

cator tube passing through its center. The dielectric properties of water were assumed to be temperature 

dependent. The water flow was assumed to be laminar, stationary and fully developed. No-slip boundary 

condition was applied to the inner wall of the applicator tube, which was assumed to be perfectly insu-

lated. No phase change was considered during the simulation and the water thermal properties were 

assumed to be temperature dependent. 

Regarding the effect of the inlet velocity, the results showed that the power absorbed increased 

with the inlet velocity. Since the power input was kept constant, it implies that an increase in the inlet 

velocity will cause an increase in the microwave efficiency. This was justified by the increase of the 

water dielectric properties with decreasing temperature. For constant power input, as the inlet velocity 

increases, the temperature decreases in the water volume causing an increase in the loss tangent and 

thus in the absorption ability of the material. As for the influence of the applicator tube diameter, the 

results showed that there is a critical diameter that is dependent on the dielectric properties, which 

decreases with the increase of the loss tangent. This agrees with the conclusions drawn by Clemens 

and Saltiel [23] and by Zhu et al. [27]. At the critical diameter, maximum microwave efficiency was ob-

served for almost all inlet velocities. The results also showed that, at the critical diameter, there is a 
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critical value for the inlet velocity corresponding to the best combination to achieve the maximum micro-

wave efficiency. For diameters below the critical value, the microwave efficiency increases with 

increasing inlet velocity as discussed above. However, the results showed that for diameters above the 

critical value, the microwave efficiency decreases with increasing inlet velocity. These conclusions are 

illustrated in Figure 1.1. 

 

 

Figure 1.1: Dependence of the microwave efficiency on the inlet velocity for different applicator tube 
diameters. At the critical diameter of , a critical value for the inlet velocity is found [28]. 

 

Concerning the height of the cavity, and thus the height of the applicator tube, the results 

demonstrated that its increase causes a negative effect in the microwave efficiency. 

Patil et al. [29] presented an experimental work that aimed to study the effect of the load size 

on the efficiency of microwave heating of ethylene glycol in both stop flow and continuous flow condi-

tions. The setup consisted in rectangular waveguide operating at  with a vertical applicator tube 

passing through it. Concerning only the continuous flow results, it was shown that the microwave effi-

ciency rose monotonously with the increase of the tube inner diameter, ranging from . The 

authors mentioned that larger diameters were impossible to test due to microwave leakage. 

 

 

1.4 Thesis outline 

 

This Thesis is composed by five chapters. In Chapter 1, an introduction to the subject of this 

work and its main objectives are addressed. The state-of-the-art regarding microwave heating pro-

cesses is also presented in this chapter through a literature review. Chapter 2 aims to give some insight 

on the physical background of the microwave heating process. The description of the developed 

numerical model that simulates the continuous flow glass melting process is presented in Chapter 3. In 

Chapter 4, the results obtained for several performed studies and respective discussions are shown. 

Finally, Chapter 5 presents the main conclusions of this Thesis as well as its main achievements. Guide-

lines for eventual future work in the microwave glass melting process are also presented in this final 

chapter. 
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Chapter 2  
 

 

Background 

 

This chapter aims to introduce the theoretical background for this work. In Section 2.1 the 

Maxwell’s equations are presented. Section 2.2 aims to give an insight on the dielectric permittivity, 

explaining why it is a complex quantity for lossy materials. The energy balance of the electromagnetic 

radiation and the power dissipated in a lossy medium are addressed in Section 2.3. The continuity and 

momentum equations that governs the incompressible laminar flows are described in Section 2.4, while 

the heat equation is presented in 2.5. In Section 2.6 some microwave basic concepts are introduced. 

Finally, in Section 2.7 the coupling between the Maxwell’s and heat equations done by the commercial 

software COMSOL Multiphysics is described. 

 

 

2.1 Maxwell’s equations 
 

The Maxwell’s equations are a set of four equations that constitute the basis for the 

electromagnetic theory, describing the interaction between the electric and magnetic fields. Faraday’s 

law of induction, Maxwell-Ampere’s law, electric and magnetic Gauss’s laws are, respectively, found 

below: 

 

  (2.1) 

  (2.2) 

 � (2.3) 

  (2.4) 

 

where  is the electric field [ ],  is the magnetic flux density [ �],  is the magnetic field [ ], 

 is the electric current density [ �],  is the electric displacement or electric flux density [ �], � 

is the charge density [ �] and  is time [ ]. 
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The following equations are the constitutive relations that describe the macroscopic properties 

of a linear isotropic medium, where the electric and magnetic fields exist, and show how those fields 

relate to each other: 

  (2.5) 

  (2.6) 

  (2.7) 

 

where  is the permittivity [ ],  is the permeability [ ] and  is the electrical conductivity [ ] of 

the medium. 

Assuming that the fields have an harmonic time dependence, phasor notation can be applied 

to represent any field as: 

 

 
� ( �

!)* !+�
�

!+�  (2.8) 

 

where  is the angular frequency [ ], with  being the frequency [ ] and  . Equations 

(2.1) and (2.2) can then be rewritten in phasor notation as: 

 

  (2.9) 

  (2.10) 

 

At the interface between two media, the boundary conditions for the electric, , and magnetic, 

, fields, as well as for the electric, , and magnetic, , flux densities are described mathematically by: 

 

 
� �  (2.11) 

 
� � � (2.12) 

 
� �  (2.13) 

 
� � � (2.14) 

 

where � is the surface current density [ �] and � is the surface charge density [ �]. These equa-

tions show that the tangential component of  and the normal component of  are always continuous 

across the interface. The discontinuities of the tangential term of  and of the normal component of  

are equal to � and �, respectively. 

 

 

2.2 Complex permittivity 

 

Assuming that all the fields are time-harmonic, the phasor notation can be used to express 

them, i.e., � ( �
!(+�-)*) .  Recalling Equation (2.5) and knowing that: 
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�  (2.15) 

 

where � is the permittivity in vacuum and  is the polarization [ �], the vector  is the result of the 

sum of two harmonic waves. Due to polarization of dipole molecules there is a lag in phase between  

and , i.e., / 0 . Knowing that the sum of harmonic waves with the same angular frequency, , 

but with different phase angles, is still an harmonic wave with the same angular frequency, , but with 

different phase angle, 1 / 0, it can be concluded that  will not be in phase with . This means 

that the permittivity, , must be a complex number: 

 

 �!23 � ��
� �

�
�
��  (2.16) 

 

where �
�  is the real part of the relative permittivity, usually known as dielectric constant and �

�� is the 

imaginary part of the relative permittivity, known as loss factor. Applying the phasor notation and using 

Equation (2.16), Equation (2.15) can be rewritten as: 

 

 �
!(+�-)4�23) (2.17) 

 

where �
��

�
��

�
�  is the phase mismatch between  and . In the literature � is known as 

the loss tangent and its value gives information about the material ability to absorb microwave radiation 

and converting it into heat [27]. As it will be seen later, the dielectric constant, �
� , describes the ability 

of the material to store electric energy. 

 

 

Figure 2.1: Frequency response of dielectric constant and loss factor for a hypothetical dielectric material 
showing various known phenomena [30]. 
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Permittivity is strongly dependent on the frequency and temperature. Figure 2.1 shows a loss 

factor peak in the microwave frequency range corresponding to dipolar and related relaxation 

phenomena, which, as mentioned before, is the main heating mechanism in the microwave heating 

process. The dependence of the permittivity on temperature is not the same for all materials. In water, 

for example, it decreases with increasing temperature [28]. In the case of glass and other ceramic ma-

terials, after a critical temperature is reached both dielectric constant and loss factor present a very 

sharp increase with increasing temperature. This behavior is behind the thermal runaway phenomenon, 

already referred to in this text, which must be controlled or avoided. 

 

 

2.3 Poynting Theorem and microwave dissipated power 

 

The cross product between the electric and magnetic fields is called the Poynting vector, , and 

has units of �, which means that it represents an energy flux density. For a closed surface , the 

energy flux, 
, that crosses it is given by: 

 

 


'

 (2.18) 

 

Using the divergence theorem, it yields: 

 

 

' 56

 (2.19) 

 

where � is the volume enclosed by the surface .  

Recalling the identity vector  and substituting into Equa-

tion (2.19), one obtains: 

 

 

' 56

 (2.20) 

 

Substituting Equations (2.1) and (2.2) into Equation (2.20), the following equation is obtained: 

 

 

' 56

 (2.21) 

 

Equation (2.21), which consists in an electromagnetic energy balance, expresses the Poynting 

theorem. It states that the amount of power that leaves the enclosed surface, , equals the rate of 



15 
 

decrease of stored electric and magnetic energies plus the losses that are dissipated within the volume, 

�. If it is assumed that all the fields are time-harmonic and recalling Equation (2.8) and the trigonometric 

identity , the Poynting vector can be expressed as: 

 

 � � / 7 / 7 / 7  (2.22) 

 

where � and � are the electric and magnetic field amplitudes, respectively, and / and 7 are the unit 

vectors that point in the direction of  and , respectively. 

The time-average of the instantaneous Poynting vector is given by: 

 

 �



 (2.23) 

 

Substituting Equation (2.22) into Equation (2.23) and after some algebra, the following equation 

is obtained: 

 

 �
� �

/ 7 / 7 � �
∗  (2.24) 

 

where �
∗ is the complex conjugate of the phasor � �

!)8. The time-averaged power that crosses 

the enclosed surface  is then given by: 

 

 �

'

� �
∗

'

 (2.25) 

 

By replacing  and  with � and �
∗, respectively, in Equations (2.9) and (2.10) and taking into 

account the constitutive relations, as well as that the permittivity is a complex number, for a dielectric 

material with relative permeability � , typical in glasses and ceramic materials, one obtains: 

 

 � � � � (2.26) 

 �
∗

�
∗

�
∗

�
∗ ∗

�
∗

� �
�

�
∗

� �
��

�
∗ (2.27) 

 

where � is the permeability in vacuum. 

Replacing  and  with � and �
∗, respectively, in Equation (2.20) and using Equations (2.26) 

and (2.27), after some manipulation the so-called complex phasor form of the Poynting theorem is ob-

tained: 
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 � �
∗

'

� �
�

� �
�

�
�

56

� �
��

�
�

56

 (2.28) 

 

Recalling Equation (2.25) and observing Equation (2.28) it can be concluded that its real part 

represents twice the time-averaged power that crosses the closed surface . It is important to notice 

that only the real term of Equation (2.28) contributes to the time-averaged power. The imaginary term is 

related to the reactive power and describes the rearrangement of energy in the system. The expression: 

 

 
� �

�� �
�

 (2.29) 

 

which units are �, represents the power that is dissipated and converted into heat by Joule effect 

and mainly by friction mechanisms due to the dipolar relaxation phenomena. 

 

 

2.4 Momentum and continuity equations 

 

Laminar flow takes place when the Reynolds number is small. This can happen either because 

the flow velocity is very low, or the fluid viscosity is very high. A laminar, incompressible flow is charac-

terized by the Navier-Stokes momentum equation [31]: 

 

 �  (2.30) 

 

and by the continuity equation: 

 

  (2.31) 

 

where  is the velocity [ ],  is the pressure [ ],  is the fluid density [ �] and  is the kinematic 

viscosity [ � ]. Equation (2.30), which represents a momentum balance for an infinitesimal control 

volume, states that the acceleration experienced by a fluid particle is induced by a pressure gradient 

and by viscous stresses. Equation (2.31), which describes a mass balance, shows that for an incom-

pressible fluid, i.e., when  is constant, the divergence of the velocity is zero. 

 

 

2.5 Heat equation 
 

The non-stationary heat transfer process is described by the transient heat equation which gives 

the thermal field solution: 
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 � �  (2.32) 

 

where � is the specific heat capacity [ ],  is the temperature [ ],  is the thermal conductivity 

[ ] and  [ �] is the heat source term. In Equation (2.32), the first term on the left-hand side 

is the transient one and represents the accumulated energy inside an infinitesimal control volume. When 

this term approaches zero, the steady-state is being reached. The second term on the left-hand side 

and the first term on the right-hand side represent the energy convective and diffusive terms, respec-

tively. This second term on the right-hand side, , is the power source which enables the coupling of 

the Maxwell’s equations with the heat transfer one, since  is the time-averaged electromagnetic power 

dissipated in a dielectric lossy medium with � , which is represented by Equation (2.29), explained 

in the previous section. 

Regarding Equation (2.29), it is important to observe that in the power source term, , are 

present two heating mechanisms, which are the Joule and the dielectric loss effects, represented, 

respectively, by the following expressions: 

 

 
9

�
�

 (2.33) 

 
1 � �

�� �
�

 (2.34) 

 

 It can be observed, in Equation (2.34), that the loss factor, �
��, plays a decisive role in the 

conversion of electromagnetic power into heat, as discussed in previous sections. It is also important to 

notice that in Equation (2.32) the material properties, , � and  are not considered as constant, but 

temperature dependent. 

 

 

2.6 Microwave basics 

 

This section aims to give the reader some insight on several microwave related concepts which 

are relevant to better understand all the microwave heating phenomena presented and discussed further 

in this Thesis. 

 

 

2.6.1 Penetration depth 
 

The penetration depth,  [ ], is an extremely important parameter in microwave heating. By 

definition  is the depth within the material where the external electric field amplitude has dropped to 

, approximately , of its value at the material surface. The value of the penetration depth is given 

by [11]: 
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where � � is the speed of light in vacuum [ ]. 

Regarding Equation (2.35) it can be concluded that the penetration depth is influenced by the 

working frequency, , decreasing as the frequency increases. It is also dependent on the dielectric 

constant, �
� , and on the loss tangent, �

��
�
� , decreasing as both parameters increase. It can be shown 

that, when the electromagnetic radiation hits a load, almost  of the power absorption occurs within 

a thickness equal to . To take advantage of the volumetric heating effect, the thickness of the load that 

is heated should be equal to . 

 

 

2.6.2 Microwave cavities 
 

In microwave heating, the cavity geometry has an important impact on the efficiency of the 

process, mainly due to resonance phenomena. When microwave radiation enters the cavity, it will be 

reflected by its metallic walls. When the reflected waves interact with the incoming ones, standing waves 

are created either by constructive or destructive interference. When constructive interference happens, 

these interactions give rise to resonant modes that depend on the frequency and on the cavity geometry. 

For example, for an empty rectangular cavity with dimensions , , and  along ,  and  directions, 

respectively, the resonant modes will be described by: 

 

 
� � �

$%#
�

 (2.36) 

 

where ,  and  correspond to the number of wave half-wavelengths along ,  and  directions, 

respectively. 

Microwave cavities with a geometry that allow the development of only one resonant mode are 

called single-mode cavities, which provide a better control over the microwave heating process due to 

the predictability of the field across the cavity. These cavities provide higher heating efficiencies because 

it is easy to control the location of the electric field peaks by moving a shorting plunger. However, single-

mode cavities are not suitable for heating large size loads, which constitutes a limiting factor to scale-

up these processes [9]. 

Multi-mode cavities are designed to accommodate multiple resonant modes. To accomplish 

that, these cavities are larger than single-mode ones, which leads to the distribution of electromagnetic 

energy over a larger space and consequently to a lower, more uniform electric field distribution. This 

means that to achieve the same electric field magnitude in a multi-mode as in a single-mode cavity, 

higher power is required. This better heating uniformity causes a decrease in the influence that the 

location of the load inside the cavity exerts on the microwave efficiency. Multi-mode cavities allow for 

larger loads to be heated, giving them better scale-up potential. However, besides the higher power 
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required, in multi-mode cavities, small changes in dielectric properties of the load can significantly influ-

ence the entire electric field distribution which leads to difficulties in the heating control [9, 23]. 

 

 

2.6.3 Rectangular waveguide 
 

Waveguides consist of a structure that transmits electromagnetic waves. Rectangular cross 

sectioned waveguides can propagate transverse electric, , or transverse magnetic, , waves which 

are waves with no field component in the direction of propagation. The cut-off frequency of a waveguide, 

� [ ], is a critical frequency under which no wave propagation occurs, as all field components will 

decay exponentially away from the radiation source. For a rectangular waveguide with cross section 

dimensions of  and , along  and  directions, respectively, the cut-off frequency for a transverse 

wave propagating in the  direction is given by: 

 

 
�

� �

 (2.37) 

 

where  and  can take the values  and , but . 

Assuming that , the smallest cut-off frequency occurs when  and , which cor-

responds to the �� mode, which is the dominant one. For a given frequency, if the cavity dimensions 

are designed to only allow the propagation of the �� mode, then the waveguide behaves as a single-

mode cavity. It is important to note that if assigning  and  into Equation (2.37), it follows that: 

 

 �;<
 (2.38) 

 

and knowing the relation between the wavelength and the frequency,  [ ], it can be concluded 

that if �;<
 there will be no wave propagation at all, and the electric field will decay exponentially 

as it moves away from the source. 

The guide wavelength, = [ ], which is the distance between field peaks inside a waveguide is 

different from the one of a plane-wave propagating freely, � [ ], and is given by [32]: 

 

 = � �;<
� �

��

 (2.39) 

 

 

2.7 Numerical simulations with COMSOL Multiphysics 

 

It was shown in this chapter that the process of microwave heating involves the coupling of the 

Maxwell’s and heat equations. Since the thermal and dielectric properties of glass are highly dependent 
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on temperature, an iterative method is necessary to obtain a coupled solution. The objective of this 

section is to present to the reader the basis of such coupled algorithm.  

COMSOL Multiphysics was the selected software to perform such calculations due to its ability 

to couple different physics in the same numerical simulation and mainly because it has been extensively 

used in microwave heating problems with validated results [16-18, 20]. 

If it is assumed that the electromagnetic fields are harmonic and the frequency is fixed, some 

simplifications can be made in the Maxwell’s equations. Recalling Equations (2.9) and (2.10) and the 

constitutive relations: 

 

 � �  (2.40) 

 
� �

�
� �
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By using the curl operation in Equation (2.40), it yields: 

 

 
�

�  (2.42) 

 

and by replacing Equation (2.41) into Equation (2.42) and knowing that � � � [ ��] is the wave-

number in vacuum, the Helmholtz equation in the frequency domain is obtained: 
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��  (2.43) 

 

Given an initial temperature distribution, the electric field is calculated using Equation (2.43). 

The microwave power dissipated is then calculated using Equation (2.29) and introduced in the heat 

equation. After that, the thermal field is computed using Equation (2.32) and the temperature dependent 

properties are updated, before the Helmholtz equation is solved again. This iterative scheme is repeated 

until a solution is achieved. It is important to note that the frequency domain equation can be used 

because the electromagnetic timescale is much smaller than the heat transfer one. 

Since the density of glass is a function of temperature, the velocity field calculation should be 

included in the iterative method described above. To avoid this, it was assumed a constant density value 

for the microwave heating simulations. Since the maximum deviation from the mean density value used 

in the calculations was �, corresponding to , the velocity field was calculated separately 

and then imported to the microwave heating model. Keeping the velocity field independent of the tem-

perature field facilitates the convergence and allows for significant savings in the computational re-

sources. 
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Chapter 3  
 

 

Numerical model 

 

In this chapter the COMSOL numerical model will be described. In Section 3.1, the geometry of 

the microwave heating system is presented, followed by a description of the electromagnetic, thermal 

and flow domains. Section 3.2 aims to list the materials used in this Thesis and to present their physical 

properties. The boundary and initial conditions for the simulations are discussed in Section 3.3. A 

description of the numerical modelling for the glass phase change is addressed in Section 3.4. Section 

3.5 deals with the mass and energy balance calculations for the microwave cavity control volume and 

finally in Section 3.6, the MATLAB microwave heating controller algorithm, which aims to get a steady-

state solution with higher efficiency and lower power input as possible, is described. 

 

 

3.1 Geometry and simulation domains 
 

In order to numerically simulate the glass melting process, a geometry of the microwave cavity 

was defined, which consists of a rectangular waveguide behaving as a single-mode cavity vertically 

trespassed by an applicator tube, where the glass flows. The exterior walls of the cavity and tube are 

covered by an insulation material intended to minimize the thermal losses. For a better visualization, the 

geometry described above is depicted in Figure 3.1. 

The standard WR-340 waveguide has an inner cross section with dimensions of 

 and a total length of . Recalling Equation (2.37), it can be concluded that for 

a frequency of , this waveguide behaves as a single-mode cavity with a �� mode of propa-

gation. From Equation (2.39), with a frequency of  and knowing that in air, � , the 

guide wavelength is found to be > . The cavity length was chosen in order to allow the moving 

plunger to travel a distance greater than > so that maximum microwave absorption efficiency can be 

achieved as it will be seen later. 

The glass flows vertically, and the material enters the tube in powder form at room temperature 

and should leave the outlet section in molten state at an average temperature defined by the user. The 

applicator tube has a thickness of  that was kept constant along this work. Near the outlet, an 

obstruction to the flow was introduced to prevent the powder from falling directly from the inlet. Rotation 
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of the applicator tube was considered and its influence in the heating process was studied as it will be 

seen later. 

 

 

Figure 3.1: Microwave cavity geometry designed for the numerical study of the glass melting process. 

 

The microwave cavity is filled with air and its length is controlled by the plunger position. Since 

the electromagnetic field is strongly dependent on the thermal one and as it will be discussed later and 

also referred in the work of Mimoso et al. [19], if the plunger is kept in a fixed position, the microwave 

efficiency will converge to a low value. In order to keep the electric field peak near the material location, 

maximizing the microwave efficiency, the plunger position varies during the heating process. The micro-

wave radiation enters the cavity in the direction represented by the identified arrows of Figure 3.1. 

As it was explained in Section 2.7, the numerical simulations performed in this Thesis involve 

an iterative method to couple two different physics: electromagnetism and heat transfer. As explained 

before, the laminar flow calculations were not coupled with the other physics since a constant density 

was considered for the glass. To prevent unnecessary calculations, it is important to identify the domains 

where each set of equations must be solved. Figure 3.2a shows the regions where the Helmholtz equa-

tion in the frequency domain is solved. These regions consist of the interior of the cavity before the 

moving plunger, the applicator tube and the glass. 

 

 

Figure 3.2: Presentation of the (a) electromagnetic domain, (b) thermal domain and (c) flow domain. 
The computational mesh with  tetrahedral elements is shown in illustration (d). 
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The heat equation, whose source term depends on the Helmholtz equation, must be solved in 

all regions, as depicted in Figure 3.2b. The Navier-stokes and continuity equations are solved only in 

the glass region, since the other regions represent static materials with a null velocity. Figure 3.2c 

presents the glass region where the laminar flow interface is assigned. In Figure 3.2d, the computational 

mesh used in this work is represented. It is composed by  tetrahedral elements and it can be 

observed that the mesh is more refined in the glass domain. 

 

 

3.2 Material properties 
 

In this section, the materials used in each domain are presented as well as their physical 

properties. As it was referred before, the microwave cavity is filled with air, whose properties were taken 

from the COMSOL materials database. 

For the cavity walls and moving plunger, an aluminum alloy, AW 7022, was chosen as sug-

gested in [33]. For this material, the density, , the thermal conductivity, , and the specific heat capacity, 

�, were assumed constant and can be found in the work of Berger et al. [34]. The surface emissivity, 

, was taken from the study of Bartl and Baranek [35]. These values are listed in Table 3.1. 

 

Table 3.1: Aluminum alloy AW 7022 physical properties. 

 

Property Value 

 �]  

 [ ]  

� [ ]  

   

 

Concerning the applicator tube, the material selected was boron nitride due to its high operating 

temperature and its microwave transparency behavior. In the work of Behrend et al. [36] values for the 

density, , for the dielectric constant, �
� , and for the loss factor, �

�� , can be found. The density 

was assumed constant, but the dielectric properties were considered as temperature dependent. The 

studies of Simpson and Stuckes [37] and of Solozhenko [38] present information about the boron nitride 

thermal conductivity and specific heat capacity variation with the temperature,  and � , respec-

tively.  Sridharan et al. [39] provides data for the surface emissivity, . 

The values of the properties assumed as constant are presented in Table 3.2. The temperature 

dependence of the specific heat capacity, � , is given by Equation (3.1), valid for temperatures 

between  and , in units of . Figures 3.3 and 3.4 show the temperature dependent curves 

of the boron nitride thermal conductivity, , and dielectric properties, �
�  and �

�� , for the tem-

perature ranges given by the respective references. 
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Table 3.2: Boron nitride physical properties. 

 

Property Value 

 �]  

   

 

 �

�

�

�

 (3.1) 

 

 

Figure 3.3:  Boron nitride thermal conductivity temperature dependence,  [ ]. 

 

 

Figure 3.4: Boron nitride dielectric properties temperature dependence, �
�  and �

�� . 
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As mentioned above, the data for the temperature dependent properties are given for a specific 

range of temperatures. For the numerical simulations, some extrapolations were made in order to obtain 

the properties values for temperatures out of the range provided. Linear extrapolations were made for 

all properties except for the loss factor which was considered to stabilize for the constant value of  

for temperatures higher than . 

For the thermal insulation, an alkaline earth silicate wool was considered. Concerning its physi-

cal properties, data for the density, , and thermal conductivity, , can be found in the work of 

Modarresifar et al. [40]. For the specific heat capacity, �, glass mineral wool data obtained in the study 

of Rossi and Rocco [41] was used. These properties are showed in Table 3.3. 

 

Table 3.3: Alkaline earth silicate wool thermal properties. 
 

Property Value 

 �]  

 [ ]  

� [ ]  

 

It was considered that the exterior surface of the insulation wool was covered by a thin aluminum 

sheet in order to reduce the radiation thermal losses, since the aluminum emissivity is much smaller 

than the alkaline earth silicate one [42]. This thin sheet was not considered in the simulations because 

it was assumed that its temperature would be the same as the temperature of the exterior surface of the 

insulation, due to the aluminum high thermal conductivity and its very small thickness. For that reason, 

a surface emissivity value of  was attributed directly to the insulation material. 

Soda-lime silica glass was the material chosen to be processed and studied in this Thesis. Data 

for the density, , dielectric constant, �
� , and loss factor, �

�� , were provided by Microwave 

Properties North [43], which is a company that measures the dielectric properties of materials up to very 

high temperatures, and are shown in Figure 3.5 and 3.6, respectively. These properties were measured 

for a glass whose composition is presented in Table 3.4. 

 

Table 3.4: Chemical composition of the soda-lime silica glass studied in this work. 
 

� �    � � � � � 

       

 

In order to obtain the temperature dependent curves of the thermal conductivity, , and spe-

cific heat capacity, � , for this specific glass composition, a mass weighted method was applied 

considering the data found in the literature for each component. Information about the thermal conduc-

tivity can be found in the studies of Carniglia and Barna [44], Tatli et al. [45] and Aurkari [46]. As for the 

specific heat capacity, information can be obtained in the work of Green et al. [47]. A comparison made 

with property values given in other references, namely [48] and [49], shows good agreement with the 
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ones obtained with the mass weighted method, except for the values of the specific heat capacity at low 

temperatures which led to a correction in this temperature range. These curves are shown in Figures 

3.7 and 3.8, respectively. 

A reference value for the emissivity of glass powder, , and for the glass melting temperature, 

%, can be found in the work of Albouchi et al. [50]  and Pilon et al. [51], respectively. Concerning the 

value of the latent heat of fusion, 
 [ ], a mass weighted value was obtained with the information 

found in [47]. This value was validated by comparison with the one given by Hossain et al. [52]. Data for 

the dynamic viscosity, � [ ], can be found in the work of Napolitano and Hawkins [53]. These values 

are presented in Table 3.5. During the numerical simulations, for all the curves presented below, a linear 

extrapolation was used for temperatures outside of the ranges, which were defined by the data available 

in the literature. 

 

 

Figure 3.5: Soda-lime silica glass density temperature dependence,  [ �]. 

 

 

Figure 3.6: Soda-lime silica glass dielectric constant, �
� , and loss factor, �

�� , temperature 
dependence. 
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Figure 3.7: Soda-lime silica glass thermal conductivity temperature dependence,  [ ]. 

 

 

Figure 3.8: Soda-lime silica glass specific heat capacity temperature dependence, �  [ ]. 

 

Table 3.5: Glass emissivity, melting temperature, latent heat of fusion and dynamic viscosity. 

 

Property Value 

  

% [ ]  


 [ ]  

? [ ]  

 

 

3.3 Boundary and initial conditions 
 

In this section, the boundary and initial conditions for the numerical model are described. Firstly, 

the boundary and initial conditions for the electromagnetic field are addressed, followed by the descrip-
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tion of the ones for the thermal field. Finally, the laminar flow boundary and initial conditions are pre-

sented. 

 

 

3.3.1 Electromagnetic interface 
 

A frequency domain electromagnetic interface was assigned to solve the Helmholtz equation, 

since all the simulations performed in this work used a single value for the frequency of the microwaves, 

. The domains assigned to this interface have already been described and are shown in 

Figure 3.2.  

All the boundaries of the wave equation domain were considered as perfect electric conductor, 

except for the cavity inlet and tube inlet and outlet boundaries, where port and scattering boundary 

conditions were used, respectively, as shown in Figure 3.9. In this study, the port boundary simulates 

the inlet of a �� wave with a specified power, �# [ ], at a  fixed frequency. The scattering 

boundary condition enables the flux of electromagnetic radiation out of the computational domain, 

simulating, therefore, microwave leakage in those boundaries.  

As for the initial conditions, the electric field is set to zero everywhere in the electromagnetic 

domain. Pressure is assumed to be @ , i.e., , everywhere. The electromagnetic interface 

is coupled with the thermal interface through the temperature field. 

 

 

Figure 3.9: Electromagnetic interface domain. Location of the port and scattering boundaries. 

 

 

3.3.2 Thermal interface 
 

To solve the heat equation, the heat transfer in solids interface was designated. As mentioned 

before and illustrated in Figure 3.2, all the regions were selected in this interface. Concerning the 
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boundary conditions used in this interface, an outflow, i.e., adiabatic boundary condition was given to 

the applicator tube outlet surface, which means that there is no heat flux across it. This assumption is 

valid considering that the molten glass keeps its temperature and velocity profiles constant after exiting 

the tube. 

Radiation and natural convection heat fluxes were imposed to the exterior surfaces of the mi-

crowave cavity and the ambient temperature, �%�, was set to . These imposed heat fluxes [ �] 

are driven by the temperature difference between the surface and the ambient temperatures, and they 

account for the thermal losses of the microwave cavity. These fluxes are computed by the following 

equations: 

 

 A � �
�

�%�
�  (3.2) 

 B � �%�  (3.3) 

 

where  is the emissivity of the surface, � is the Stefan-Boltzmann constant [ � � ], � is the 

surface temperature [ ] and  is the convection coefficient [ � ]. 

The convection coefficients, , were calculated for all the exterior surfaces depending on their 

orientation relatively to the gravitational vector, , using empirical correlations found in the literature, 

which are relationships established between measured data. The orientation of the surfaces is important 

in the calculation of the convection coefficients, , because these depend on the air flow driven by 

buoyancy forces. The lateral and rear external surfaces of the microwave cavity were assumed to be 

isothermal vertical plates. The top and bottom surfaces of the cavity and tube were assumed to be the 

top and bottom surfaces of an isothermal horizontal plate, respectively. The insulation external cylindri-

cal surfaces around the tube were also assumed to be as isothermal vertical plates since the thickness 

of the boundary layer, ��, is much smaller than the external diameter of the insulation around the tube, 

	��. This assumption can be established if [48]: 

 

 
	��

�
� �⁄

 (3.4) 

 

where  is the cylinder height [ ] and � � C
� � is a non-dimensional parameter called 

Grashof number that represents the ratio between buoyancy and viscous forces, where  is the gravi-

tational acceleration [ �], � is a thermodynamic property of the fluid designated by 

volumetric thermal expansion coefficient [ ��], � is the surface temperature [ ], C is the temperature 

of the fluid away from the surface [ ] and  is the kinematic viscosity of the fluid [ � ]. 

Here it is important to introduce the reader to some other important non-dimensional parameters 

that appear in the convection coefficient correlations presented below. Firstly, the average Nusselt num-

ber, �, defined as: 

 

 �  (3.5) 
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where  is the surface average convection coefficient [ � ],  is the characteristic length of the 

surface [ ] and  is the fluid thermal conductivity [ ]. For a vertical plate,  is its height. How-

ever, for a horizontal plate  is given by the ratio between the surface area, �, and its perimeter, �, i.e., 

� �. Secondly, the Prandtl number, , which is defined as: 

 

  (3.6) 

 

where  is the thermal diffusivity of the fluid [ � ]. It represents the ratio between the momentum and 

thermal diffusivity. Finally, the Rayleigh number, �, is defined as: 

 

 
� �

� C
�

 (3.7) 

 

As mentioned before, in this study, the fluid considered was air and all its thermal properties 

were calculated for the so-called film temperature, 
 � C , using the data tables found in [48]. 

Air flows near vertical and horizontal plates are illustrated in Figure 3.10. 

 

 

Figure 3.10: Air flows induced by (a) hot vertical plate, (b) hot horizontal plate located bellow the air and 
(c) hot horizontal plate located above the air [48]. 

 

For an isothermal vertical plate, the average Nusselt number, is computed with the Churchill & 

Chu correlation, valid for all values of � and given by [48]: 

 

 
�

�
� D⁄

E �D⁄ � ��⁄

�

 (3.8) 

 

For the top hot horizontal plate located bellow the air, the following correlations, valid for 

�
��, were used for the calculation of the average Nusselt number [54]: 
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For the hot horizontal plate located above the air, the following correlations, valid for �

�
��, were used to get the average Nusselt number [54]: 
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 (3.14) 

 � 
 (3.15) 

 

Once the average Nusselt number is calculated for the desired range of temperatures, the 

average convection coefficient, , is obtained for every surface using Equation (3.5). 

To consider the energy exchange by radiation between the interior walls of the microwave 

cavity, the diffuse surface boundary condition was applied in those regions simulating surface-to-surface 

radiative heat fluxes, using the hemicube method that accounts for the view factors between surfaces. 

The view factor, �!, is the fraction of radiation leaving surface  that is intercepted by surface . For an 

enclosure with  surfaces filled with a transparent medium, the power, �, that leaves surface  is given 

by: 

 

 �
� �

�
�

�

� �
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F
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 (3.16) 

 

where �, � and � are the temperature, area and emissivity of surface , respectively. The radiosity, �, 

is related to the emissive power and to the irradiation, � as: 

 

 � � � �
�

� � � � �
�

� �! !

F

!G�

 (3.17) 

 

Finally, at the applicator tube inlet, a heat flux boundary condition was applied. This heat flux, 

integrated over the inlet area, �#, is given by: 
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<'HI

 (3.18) 

 

where  is the local velocity [ ],  is the surface unit normal vector, � is the temperature at which 

the glass is introduced in the system [ ], defined as � , and  is the local temperature [ ]. From 

Equation (3.18) it can be seen that �# represents the power required to rise the glass temperature from 

� to , assuming that the velocity, , and that the specific heat capacity, � , are not constant along 

the surface. The use of this heat flux boundary condition avoids the need to simulate a longer tube with 

a fixed temperature boundary condition at the inlet which would require more finite elements and, con-

sequently, more computational resources. Both models, long tube with fixed temperature boundary con-

dition and smaller tube with heat flux boundary condition are illustrated in Figure 3.11. 

 

 

Figure 3.11: Applicator tube inlet boundary condition in the models with (a) fixed temperature and (b) 
heat flux. Converged thermal solution for the (c) fixed temperature, and (d) heat flux models. 

 

In order to verify the equivalence of both models, two simulations were made without the elec-

tromagnetic equations. Instead, a power source assigned to the glass domain was used to simulate the 

microwave heat absorption by the material. The converged solutions for the thermal field in the applica-

tor tube and glass domains are shown in Figure 3.11. As it can be seen, both models have the same 

temperature field which means that the heat flux boundary condition applied to the tube inlet allows to 

reduce the computational domain while obtaining the same results. 

As for the initial conditions assigned to the thermal interface, a temperature of  was set to 

all domains except for the glass region, where a linear temperature profile was assigned, with a value 

of  at the inlet and a value of  at the outlet. Since at low temperatures the glass loss factor 

is very low, this material poorly absorbs microwave radiation at those temperatures. An initial preheat 
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with another heating mechanism, or the use of a susceptor, a highly absorber material at low tempera-

tures, which can be mixed with the glass powder, is necessary to help activating the microwave energy 

absorption, while the glass is transparent to the radiation because of the low values of its dielectric 

properties. The initial temperature field in the glass accounts for an that initial heating mechanism [22]. 

 

 

3.3.3 Flow interface 
 

For the temperature range  the average glass density value is calculated by: 

 

 ��	

����

�E�

� (3.19) 

 

As stated before, and observing Figure 3.5, the maximum deviation of the glass density from 

the average value is less than , thus it was assumed a constant value for the glass density of 

�. While considering a constant value for the density, it was not required to couple the 

Navier-Stokes equations with the heat equation saving, therefore, considerable computational re-

sources. The glass velocity field was calculated in a separate model with the laminar flow interface and 

then imported to the electromagnetic-thermal model.  

With respect to the boundary conditions applied to the flow interface, the inner walls of the 

applicator tube were modelled with a no-slip boundary condition. This boundary condition is realistic 

when the glass is already in liquid state. However, when the glass is still in solid state, as a powder, a 

slip boundary condition should be applied. In order to keep the numerical model as simple as possible, 

the no-slip boundary condition was adopted. The influence of this choice will be analyzed in a later 

section. For the inlet surface a mass flow boundary condition was applied and atmospheric pressure 

was imposed at the outlet surface. 

With respect to the initial conditions, the velocity along  and  were set to zero and along , 

i.e., along the direction of the flow, the initial velocity was set to be equal to the average inlet velocity: 

 

 J
��	 �

�  (3.20) 

 

where  is the mass flow rate [ ] and � is the tube inner diameter [ ]. 

 

 

3.4 Phase change numerical modelling 
 

As it is well known, for a pure substance phase-change occurs at constant temperature because 

all the energy received is being used to change the material’s molecular structure instead of rising its 

temperature. The energy required to melt  of a material is known as the latent heat of fusion, 
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[ ]. For the case of soda-lime silica glass, this amount of energy is found in Table 3.5. In this Thesis, 

it was assumed that the glass thermal properties were the same for both the solid and liquid state. 

There are several methods to model numerically a material phase-change. COMSOL uses an 

apparent specific heat capacity, ����
, in the heat equation to account for the glass phase-change 

given by: 

 

 ���� � 
  (3.21) 

 

where  represents the fraction of liquid phase, modelled as a smooth ramp function in the temperature 

interval between %  and % , where  is a user defined parameter that specifies the 

temperature difference between the beginning and the end of the phase change process which should 

be as small as possible. By definition  is equal to zero for temperatures below %  and equal to 

the unity for temperatures greater than % . Equation (3.21) shows that outside of the tempera-

ture interval %  to % , the apparent specific heat capacity is equal to the glass one since 

in this interval . Inside that temperature range , which models an extra energy 

that would be necessary to rise the temperature by  of  of glass, simulating therefore the energy 

consumption of the phase change process. 

During this work, a value of  was chosen for the parameter . This value is justified by the 

comparison between two converged solutions with  and  shown in Figure 3.12. 

These solutions were obtained for the model without the electromagnetic interface, using a power source 

assigned to the glass region to simulate the microwave energy absorption. Comparing the results, it is 

noticeable that the two solutions are practically the same, justifying the use of  which requires 

less computational efforts. 

 

 

Figure 3.12: Phase transition converged solution with (a)  and (b) . 
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3.5 Mass and energy balances 
 

In order to verify if the numerical model is correctly built, it is important to perform mass and 

energy balances. As it will be seen in the next section energy balances are of extreme importance in 

this work because they are the key information that will allow the control of the glass melting process. 

Before introducing the calculations required for the mentioned balances, it is important to define the 

control volume. In this Thesis the control volume used to perform mass and energy balances is defined 

by the external boundaries of the microwave cavity including the tube inlet and outlet.  

Mass balances must ensure that all the mass entering the control volume is equal to the mass 

leaving it, i.e., the glass mass flow rate at the tube inlet, �#, must be the same as the one at the outlet, 

� �: 

 

 �# ��	

'HI

��	

'KL3

� � (3.22) 

 

To perform the energy balance, some concepts must firstly be introduced to the reader. When 

the microwave radiation power enters the cavity, �# , some of it will be reflected, �	
 ,. The 

fraction of the input power that is reflected is given by: 

 

 
�	


�#
��

� (3.23) 

 

where �� is the reflection coefficient. Since the model can compute the radiation leakage, � , that 

may occur across the tube inlet and outlet, a fraction of the non-reflected power can be also lost. There-

fore, the fraction of the power input that is absorbed by the glass and tube, ��� , i.e., the microwave 

efficiency, ��, is given by: 
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 (3.24) 

 

In order to get the value of the microwave efficiency, ��, COMSOL allows the user to get the 

value of the reflection coefficient, ��, as a probe. To calculate microwave leakage, �,  it is necessary 

to create a probe that gives the surface integral of the Poynting vector, , along the leakage 

surfaces �# and � �. As it was seen in Section 2.3, the Poynting vector represents an electromagnetic 

energy flux with units of �. Therefore, the microwave power leakage, �,  is given by the following 

expression: 

 

 �

'HI 'KL3

 (3.25) 
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Another important concept is the thermal efficiency, , which is the fraction of the absorbed 

power, ���,  that actually contributes to the heating of the glass, " , since some of it will be lost by 

radiation and convection across the external surfaces of the microwave cavity. This efficiency is com-

puted by: 

 
"

���

 (3.26) 

 

where " is the sum of the sensible heat,  , responsible for the glass temperature rise from � to 

, which is the local temperature at the tube outlet, and the latent heat,  [ ], responsible for the glass 

phase change: 

 

 " �
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 (3.27) 

 

where the first and second terms on the right-hand side of Equation (3.27) refer to the sensible and 

latent heat, respectively, which represent the required power to process the glass in the adiabatic case. 

The global efficiency of the process, �, represents the fraction of the total power input that 

contributes to the melting of the glass, and is given by: 

 

 �
"

�#
��   (3.28) 

 

where the variable  is used to penalize the efficiency when the glass is not totally processed when 

leaving the system. 

An energy balance to the microwave cavity guarantees that, at steady-state, the power input, 

�#, times the microwave efficiency, ��, is equal to the sensible heat, , plus the latent heat, , and 

the thermal losses, $���: 

 

 �# �� �
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$���  (3.29) 

 

To perform this energy balance, it is required to extract some variables from the simulation, 

namely the value of the microwave efficiency, ��, the sensible heat, , the latent heat, , and the 

thermal losses, $���. 

 

 

3.6 Matlab microwave heating controller code 
 

The main goal of this Thesis is to simulate the glass melting process in order to study the influ-

ence of several operational conditions on its global efficiency, �. To achieve this objective, at steady-
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state, the glass must be totally in a melted state at the tube outlet, so it is necessary to provide enough 

microwave power, �#, to rise the glass temperature from � to a temperature, , which must be greater 

than the glass melting temperature, %. Since % , it was decided that an outlet average tem-

perature of � �  should be obtained at steady-state. Besides the required sensible heat, 

#		M	M [ ], the latent heat must be considered, i.e., the additional power for the phase-change. The 

latent heat is defined by the material’s mass flow rate times its latent heat of fusion, #		M	M 
 [ ]. 

Since the microwave cavity is not completely insulated, thermal losses, $���, will arise as the system 

temperature increases. To achieve the desired outlet average temperature, the power input, �#, must 

account for those thermal losses. To achieve the desired outlet conditions, another essential parameter 

that must be considered in the calculation of the power input is the microwave efficiency, ��. Regarding 

Equation (3.29), the required microwave power input is given by: 
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�
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 (3.30) 

 

Since the velocity field at the outlet is not known a priori, a simplification assuming a uniform 

velocity profile must be done to Equation (3.30) to get the required power input: 
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Steady-state simulations could be performed to get converged solutions for different operational 

conditions. However, it is impossible to know a priori both microwave efficiency, ��, and thermal 

losses, $���. To get a converged solution with the desired outlet conditions using the required power 

input it is necessary to run transient simulations during a defined physical time, �. After each simula-

tion, both microwave efficiency and thermal losses must be extracted from the results in order to update 

the power input. This process must be repeated until the transient term of the heat equation is below a 

user defined limit, meaning that steady-state was achieved. Being this a very time-consuming method 

that requires constant supervision, a MATLAB code was developed to automatically control the glass 

melting process. 

COMSOL multiphysics software provides a bidirectional interface with MATLAB which enables 

the user to write its own codes to run simulations, analyze and manipulate its results in the MATLAB 

interface, rather than in the COMSOL graphical user interface. This bidirectional interface is of extreme 

importance since it allows the user to automatically run the transient simulations sequence described 

above. In this section, a general description of the developed MATLAB code is presented. This algorithm 

is composed by four main parts.  

In the first part, the user introduces several inputs of the COMSOL model, namely the glass 

mass flow rate,  [ ], the tube inner diameter, � [ ], the temperature at which the glass enters the 

tube, � [ ], and the desired outlet average temperature, � � [ ]. Regarding Figure 3.8, a fourth-order 

polynomial function was found to fit the specific heat capacity temperature dependence curve, � , 
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and was introduced in the code as a variable along with the glass latent heat of fusion 
. With these 

inputs, the required sensible and latent heat can be calculated as shown in Equation (3.31).  

To compute the microwave efficiency at the initial conditions described in Section 3.3, a plunger 

position parametric study must be run. This simulation uses only the electromagnetic interface and cal-

culates the electromagnetic field in the microwave cavity for a range of the plunger positions while im-

posing the initial temperature field. As described in Section 3.1, using Equation (2.39), the waveguide 

wavelength is found to be = . In absolute values, the electric field repeats itself every half 

wavelength, so it is expected that the value of ��
�, and consequently the microwave efficiency, 

also repeats itself every half wavelength. To run the initial plunger position parametric study, the elec-

tromagnetic field, thus the value of ��
�, is calculated for plunger positions between  �

, where � is the distance between the plunger’s actual and minimum positions. When the 

plunger is at its minimum position its distance from the center of the tube is . Figure 3.13 shows 

the results of the plunger position parametric study for the initial conditions of a model with � . 

The curve plotted presents the value of ��
� as a function of the plunger position and shows that a 

maximum value of  is achieved when the moving plunger is  away from its minimum location. 

It is also important to notice that the value of ��
� repeats itself every half wavelength. 

 

 

Figure 3.13: Plunger parametric study for the initial thermal conditions in a model with � . The 
curve shows the value of ��

� for different plunger positions. 
 

With the information given by the plunger position parametric study for the initial temperature 

distribution, and with the computed microwave leakage, �, the user can give to the MATLAB code the 

initial maximum microwave efficiency, ��, and the respective plunger position that maximizes it. The 

power input, �#, for the first transient simulation, or iteration, is then calculated using Equation (3.31). 

Since the thermal losses are unknown before the end of the first iteration, they are not considered at 

this stage. The last input variable that the user must give to the algorithm is the physical time of each 
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iteration, �, during which the transient simulations should run. In this Thesis it was considered that � 

should be equal to a quarter of the glass residence time in the tube. 

In the second part, the MATLAB code loads the COMSOL model with the defined initial 

parameters. After that, the code starts the simulation and at the end of it, the values of the control probes 

are extracted, analyzed and stored. These control probes are: the glass average outlet temperature, the 

transient term of the heat equation, the outlet fraction of melted glass, the radiation and convection 

thermal losses, the sensible and latent heat according to Equation (3.29), the fraction of non-reflected 

microwave power, ��
�, the microwave leakage, the power absorbed by the glass and by the tube 

as well as their maximum temperatures. Then, the COMSOL model is saved and identified by the 

respective iteration number. 

In the third part, the MATLAB code starts a parametric study of the plunger position. Using the 

thermal field obtained in the previous transient simulation, the electromagnetic field and the value of 

��
� are calculated for the current plunger position and for other two,  away for the left and right 

side. Then, the algorithm analyzes those values and check where maximum efficiency occurs. If the 

value of ��
� is maximum in the central position, the code stores this value as well as the 

corresponding plunger position. If the left or right position is the one that corresponds to a higher value 

of ��
�, it is considered as a central position for a new parametric study. This cycle continues until 

this quantity is maximum at the central position. By running this cycle at the end of each iteration, the 

MATLAB code will keep the microwave efficiency as high as possible during the heating process. 

By defining the plunger position for the next iteration and the corresponding value of ��
�, 

the algorithm calculates the current value of the microwave efficiency, ��, using Equation (3.24). After 

that, the power input, �#, for the following iteration is calculated by adding the thermal losses obtained 

to the sensible and latent heat required and dividing it by the new microwave efficiency value. 

In the fourth and last part, the MATLAB code will check if convergence has been achieved by 

comparing the value of the transient term of the heat equation to a user defined limit. In this work, 

convergence was considered when this value was less than  of the power absorbed by the glass. 

If the convergence criterion is achieved, the converged model is saved, and the iterative process ends. 

If not, a new transient simulation, or iteration, is started with the updated power input. At the end of each 

iteration, the controller code presents some probe values to the user in order to facilitate the monitori-

zation process. 

When the iterative process ends, all probe values stored at the end of each iteration allow the 

analysis of the heating process evolution. As stated before, the MATLAB code automatically controls 

the heating process, by updating the power input at every iteration and by keeping the microwave effi-

ciency as high as possible through the adjustment of the plunger position. Summing up and to better 

understand the MATLAB controller code, an algorithm is presented next with a step by step description. 

A flowchart is also presented in Figure 3.14, summarizing this algorithm. 

The MATLAB controller code consists of the following steps: 

1. Set the input parameters for the MATLAB code, namely: the material mass flow rate, the 

tube’s inner diameter, the desired glass outlet average temperature, � �  in this 
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Thesis, the glass inlet temperature, the physical duration of the transient simulations, the 

initial plunger position and the initial microwave efficiency. 

2. With the data given in 1, compute the initial power input using Equation (3.31) assuming no 

thermal losses since they are not known a priori. 

3. Load the COMSOL model. 

4. Assign the data given in 1 and the power input computed in 2 to the COMSOL model. 

5. Start 1st loop: Getting a steady-state solution. 

5.1. Run a transient simulation with a total time of �. 

5.2. Extract all the relevant data, namely the thermal losses, the microwave leakage, the 

value of the transient term of the heat equation and the power absorbed by the glass. 

5.3. Start 2nd loop: Plunger position update. 

5.3.1. Run a parametric study for the actual and adjacent plunger positions. 

5.3.2. If the maximum value of ��
� is found on the actual position, with the 

microwave leakage obtained in 5.2 compute the new microwave efficiency. 

Leave 2nd loop and go to point 5.4. 

5.3.3. If not, the position with the highest value for ��
� is defined as the actual 

one and start 2nd loop again from point 5.3.1. 

5.4. Compute the new power input with the data extracted in 5.2 and computed in 5.3.2 

using Equation (3.31). 

5.5. If the value of the transient term of the heat equation is less than  of the power 

absorbed by the glass, steady-state solution has been achieved. Save the con-

verged model. Leave 1st loop and go to point 6. 

6. End of the MATLAB controller code. 

 

 

Figure 3.14: Flowchart describing the MATLAB controller code.  
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Chapter 4  
 

 

Results and discussion 

 

This chapter aims to present and discuss the numerical results obtained during this work. In 

Section 4.1, the performed mesh convergence analysis is presented, to justify the chosen grid of the 

numerical simulations. Section 4.2 presents the results of a scalability study done in order to check the 

parallel computing performance. The influence of imposing rotation on the applicator tube during the 

heating process is discussed in Section 4.3. The history of the transient glass heating process as well 

as its converged solution for defined operation conditions is shown and discussed in Section 4.4. Section 

4.5 looks for the impact that the plunger position update, the microwave leakage and the usage of a slip 

boundary condition, exert on the glass melting process. Finally, in Section 4.6, a tube inner diameter 

and flow mean velocity parametric studies are presented in detail to show how these parameters influ-

ence the glass melting process and to find the best possible operational conditions. 

 

 

4.1 Mesh convergence analysis 

 

A mesh convergence analysis is an indispensable procedure for all numerical studies. In any 

numerical model, the discretized solution reaches the exact solution of the mathematical model when 

the discretization parameters tend to zero, i.e., when the size of the elements that compose the simula-

tion domain approach zero. There is, however, a compromise between the accuracy of the discretized 

solution and the available computational resources to run the numerical simulations. A good mesh al-

lows to have results with a good accuracy with the minimum possible simulation time. This can be 

achieved and studied with a good convergence analysis. 

Following the works of Oberkampf and co-authors [55-56], Eça and Hoekstra [57] and Roache 

[58], to run a mesh convergence analysis it is necessary to have numerical results for at least four 

different meshes. For this analysis, five simulations were done for a model with a glass mass flow rate 

of  with an applicator tube with inner diameter of �  for five different meshes, 

which were numbered from the most refined, mesh , to the coarser one, mesh . The defined outlet 

average temperature was � � . These meshes were created in order to have a constant re-

finement ratio of , which, for a 3D analysis, corresponds to double the number of mesh 
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elements. Table 4.1 presents Information about the number of elements of each created mesh and the 

respective normalized grid spacing, , defined as the ratio � �, where � is the mesh spacing of 

grid , or the average characteristic length of the elements from grid . 

 

Table 4.1: Number of elements, , and normalized grid spacing, , of the created grids for the 
mesh convergence analysis. 

 

   

Mesh    

Mesh    

Mesh    

Mesh 4   

Mesh 5   

 

Before presenting the converged results, i.e., the results obtained at steady-state, for the 

simulations in each of the five meshes, it is relevant to introduce some important concepts that are 

strongly related to the convergence analysis. The first concept to be introduced is the order of accuracy, 

, that is the rate at which a discrete solution approaches the exact solution to the mathematical model 

in the limit as the discretization error approaches zero [56]. The observed order of accuracy can be 

calculated by: 

 

 
� �

� �  
(4.1) 

 

where � is the converged result of a control variable for mesh  and  is the refinement ratio that is 

assumed constant and equal to: 
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 (4.2) 

 

Equation (4.1) is valid when the solutions � are in the asymptotic range, which is defined as the 

range of discretization sizes, , where the lowest-order terms in the discretization error expansions 

dominate. Knowing the formal rate of convergence of the discretization method with mesh refinement 

and if discrete solutions on two systematically refined meshes are available, it is possible to use that 

information to obtain an estimate of the exact solution to the mathematical model. This estimate is known 

in the literature as the Richardson extrapolation, , [56], which is the value to which the numerical solu-

tion would converge if the contribution of the discretization error could be neglected. It can be calculated 

by Equation (4.3) presented below: 

 

 �
� �

�
 (4.3) 
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Since in the majority of practical problems it is very difficult to have all meshes in the asymptotic 

range and to have data free of scatter, in the work of Eça and Hoekstra [57], it is proposed a method for 

estimating the discretization error based on using a power series expansion as a function of the typical 

cell size that is fitted to the data in the least-squares sense. Having data for = meshes, assuming that 

the higher-order terms can be neglected, the discretization error can be estimated as: 

 

 � � �
� (4.4) 

 

where  is a constant. To find the value of  in order to estimate the error it is required to find the 

minimum of the function: 
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The glass average temperature, ��	 [ ], the glass maximum temperature, %�� [ ], the 

microwave efficiency, ��, and the thermal efficiency,  were the chosen control variables to be 

analyzed in order to check convergence. The control variables obtained for the five different meshes, 

along with the values obtained for the estimate of the exact solution, , are all presented in Table 4.2. 

The control variables and respective estimates for the exact solutions are plotted in Figure 4.1. 

 

Table 4.2: Results of the mesh convergence analysis by using the converged control variables for five 
different meshes.  

 

 ��	 [ ] %�� [ ] �� �� 

Mesh      

Mesh      

Mesh      

Mesh 4     

Mesh 5     

     

 

Regarding Table 4.2 and Figure 4.1, it can be concluded that all the converged solutions of the 

control variables are converging to the estimate of the exact solution. The estimated “exact” solutions 

for the average temperature, maximum temperature, microwave and thermal efficiencies are plotted in 

Figure 4.1 as well as the least-squares fits obtained from the four most refined meshes, i.e., mesh  to 

mesh . Since the deviation between the converged solutions for mesh  and the estimated “exact” 

solutions were  for the average temperature,  for the maximum temperature,  for the 
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microwave efficiency and  for the thermal efficiency, that mesh was chosen for the remain 

simulations in this Thesis.  

 

 

Figure 4.1: Convergence of the control variables for the five meshes along with the respective fit and 

result for the exact solution estimation, in red. 

 

The simulation times obtained with mesh  and , for one transient iteration with a physical time 

of � , along with the relative errors regarding the average outlet temperature variable are pre-

sented in Table 4.3. These simulations were run on a machine with an AMD Ryzen 7200X CPU with 8 

cores and a clock speed of . 

 

Table 4.3: Simulation times and average temperature relative errors obtained with mesh  and  for one 
transient iteration with a physical time of �  in a machine with an AMD Ryzen 7200X CPU  
cores and a clock speed of . All  cores were used in parallel computing. 

 

 Simulation time [ ] Time ratio Error [ ] 

Mesh     

Mesh     

 

Regarding Table 4.3, it can be concluded that mesh  spends less than half of the time spent 

by mesh  with a loss of accuracy of only . Mesh  was the selected mesh because it consumes 

significantly less computational resources with a very good accuracy. 

 

 

4.2 Scalability study 
 

Parallel computing usually allows for a reduction in numerical problems execution costs due to 

the possibility to distribute the workload between different processors. The performance of parallel com-

puting applications can be quantified by the speedup, � , which is given by: 
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 �
�

 (4.6) 

 

where � is the number of processors,  and �  are the computational times required to solve a 

numerical problem with  and � processors, respectively. Finally, the efficiency, � , is given by: 

 

 �
�

�

 (4.7) 

 

The speedup ideal scenario is such that � �, and, consequently, � , which is 

known as a linear speedup. However, usually a sub-linear scenario takes place, meaning that �

� and � . When the speedup is sub-linear the efficiency decreases when � increases. This 

efficiency decrease is due to the overhead time related to the synchronization, communication and other 

redundant operations between processors. Super-linear speedup happens when � � and, con-

sequently, � . This phenomenon may arise due to higher cache hit ratios and/or lower memory 

usage compared to the single core algorithm [59]. 

This section presents the results of the scalability study done to check the parallel computing 

performance. The simulations were carried out in an AMD Ryzen 7200X CPU with 8 cores and a clock 

speed of . A transient simulation with a physical duration time of �  was run using , , 

 and  cores. The simulation times, speedup and efficiency are presented in Table 4.4. 

 

Table 4.4: Scalability study results obtained with an AMD Ryzen 7200X CPU with  cores and a clock 
speed of . 

 

Processors, � �  [ ] �  �  [ ] 

     

     

     

     

 

Regarding the results presented in Table 4.4, it is noticeable that the speedup is always in-

creasing and a super-linear speedup regime occurs when the number of processors increases from 

�  to � . As already said, this phenomenon may arise due to better memory performance [59]. 

When the value of � continues to increase, a sub-linear speedup regime is observed, and the efficiency 

of the parallel computing starts to decrease, mainly because as � increases so does the time spent by 

synchronization and communication between processors. It is observed that when  cores are used, a 

 efficiency loss is observed in the parallelization. 
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These results show that when a single simulation is needed, all  cores should be used in 

parallel computing. However, when multiple simulations are required, running  parametric simulations 

simultaneously, each with  cores should be a faster approach. 

 

 

4.3 Influence of the tube’s rotation on the glass heating process 
 

To evaluate the influence of the tube’s rotation on the glass heating process and check whether 

the rotation should be imposed and its right magnitude to get the best results, a sequence of simulations 

was done for different rotation velocities and other fixed operation conditions like a mass flow rate of 

, an applicator tube inner diameter of �  and an outlet average temperature of 

� � . It may be useful to recall the description of the microwave cavity geometry presented in 

Section 3.1. To define the rotation magnitude imposed in each simulation, a reference value, �	
 

[ ], was established as:  

 

 �	
 ��	 � (4.8) 

 

where � is the tube inner radius [ ] and ��	 is the average velocity across the tube’s cross section 

[ ] given by: 

 

 ��	 �
� (4.9) 

 

Equation (4.8) establishes that when the rotation is equal to �	
, the tangential velocity in the 

tube’s wall is the same as the average axial velocity, ��	. Each simulation tested a different value for 

the tube rotation, � [ ], given by: 

 

 �
#

�	
 (4.10) 

 

with , and being # the number of times that the actual tangential velocity is greater than 

the average axial velocity, ��	.  

Observing Figure 4.2, it is evident that imposing rotation to the applicator tube has a significant 

influence in the achieved steady-state solution. Firstly, as the rotation velocity increases, the thermal 

field tends to be axisymmetric. Secondly, temperature homogeneity at the outlet zone increases at 

higher rotation velocities which improves glass quality and reduces thermal stresses [8]. Finally, it can 

be noticed that the glass maximum temperature decreases with increasing rotation, as depicted in 

Figure 4.3. Lower temperatures in the glass improve the thermal efficiency since the thermal losses 

decrease. Another advantage of lowering the glass maximum temperature is related to the decrease in 

the tube’s maximum temperature, since it was verified that the boron nitride starts to deteriorate at tem-
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peratures above  [36]. The tube’s maximum temperature at steady-state is also showed, for 

several rotation velocities, in Figure 4.3. 

 

 

Figure 4.2: Steady-state thermal field [ ], for different rotation velocities, � [ ]: (a) no rotation, (b) 

� �	
, (c) � �	
, (d) � �	
, (e) � �	
, (f) � �	
 and (g) � �	
. 

 

 

 

Figure 4.3: Glass and tube maximum temperatures at steady-state for different rotation velocities. 

 

 

Figure 4.4: Fraction of non-reflected microwave power, ��
�, and microwave efficiency, ��, 

dependence on the rotation velocity. 
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Figure 4.4 presents the evolution of the fraction of non-reflected microwave power, ��
�, 

as well as of the microwave efficiency, ��, as the rotation increases. It is observed that there is a 

vertical shift between the two curves, which means, recalling Equation (3.24), that the ratio between the 

power leakage, �, and the power input, �#, is almost independent of the rotation. It is also shown that, 

as the rotation velocity increases, there is an improvement in the value of ��
�, and consequently 

in the microwave efficiency, ��. The curves show an asymptotic behavior, indicating that there is no 

significant advantage in imposing a rotation velocity greater than � �	
 .  

The increase in the value of �� with rotation might be explained by the thermal field uniformity 

commented above. As it was observed, the maximum temperature in the glass diminishes as the rotation 

velocity increases and, regarding Figure 3.6 as well as Equation (2.35), for lower temperatures, the 

dielectric properties of the glass decrease which contributes to an increase in the penetration depth, . 

Figure 4.5 shows the penetration depth, , at the surface where the microwaves penetrate the glass for 

the cases without rotation and with rotation velocity of � �	
 . The color legend presents 

values between  and . For the case without rotation, the penetration depth is smaller than 

for the case with rotation, which means that the heat source, , given by Equation (2.29), is concentrated 

in a thinner outer layer, since the electric field is more rapidly attenuated when penetrating the glass, as 

shown in Figure 4.6.  

 

 

Figure 4.5: Penetration depth,  [ ], at the surface where the microwaves penetrate the glass for the 
cases (a) without rotation and (b) with rotation velocity of � �	
 .  
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Figure 4.6: Electric filed norm [ ] inside the glass for the cases (a) without rotation and (b) with 
rotation velocity of � �	
 , at a cross-section taken at the middle position inside the 

microwave cavity. 

 

Figure 4.7: Heat source [ �] inside the glass for the cases (a) without rotation and (b) with rotation 
velocity of � �	
 , at a cross-section taken at the middle position inside the microwave 

cavity. 
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The heat source distribution at a cross-section located inside the microwave cavity equally dis-

tanced from its top and bottom surfaces is shown in Figure 4.7. Although the heat source peak is higher 

in the case without rotation, when it is integrated over the glass volume, the resulted power absorbed is 

higher in the case with rotation, since the volume that effectively absorbs the microwave radiation is 

slightly higher. A higher value for the penetration depth for the case with rotation allows a better micro-

wave efficiency despite the lower loss factor, �
��. 

From the analysis done using Figures 4.3 and 4.4, it was decided to impose a rotation velocity 

of � �	
  for all the studies in this Thesis, since the improvements in the thermal field and 

in the microwave efficiency obtained for higher rotation velocities might not compensate the energy cost 

associated to the rotation increase. 

 

 

4.4 Thermal history and converged solution 
 

This section aims to present the evolution of the heating process controlled by the MATLAB 

code until steady-state is achieved for the operational conditions showed in Table 4.5. Its main purpose 

is to show that the algorithm can in fact obtain a steady solution with the desired conditions at the outlet 

and to show how some important variables evolve along the process. An energy balance is also carried 

out to check if the heating process is well modelled and to give some insight on how the microwave 

energy is being used. 

 

Table 4.5: Operational conditions used for showing the control of the glass heating process done by the 

MATLAB algorithm. 

 

Operational conditions 

Mass flow rate,  [ ]  

Tube inner diameter, � [ ]  

Rotation velocity, � �	
 [ ]  

Glass inlet temperature, �# [ ]  

Desired glass average outlet temperature, � � [ ]   

Physical duration of the transient simulations, [ ] 44 

 

In the following figures, some relevant variables are plotted versus the physical time. In Figure 

4.8, the fraction of non-reflected microwave power, ��
�, the microwave efficiency, ��, as well as 

the plunger position are shown. Regarding the curve of ��
�, it is observed that in the first couple 

of iterations the plunger adjustment keeps its value high, around , as intended. However, after the 

third iteration, around  of physical time, the reflected power starts to increase continuously, despite 

the plunger adjustment, represented by the sharp decrease in the value of ��
�. Between  

and , the increase of the reflected power starts to slow down and eventually the value of ��
� 

slightly increases. After that period, the curve shows again a decrease, converging to a value of  
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when steady-state is achieved. The behavior of this curve shows that after the initial iterations, the 

plunger adjustment has little influence on the value of ��
�, and consequently on the microwave 

efficiency. This behavior can be explained by the cut-off frequency phenomenon reported in [23, 27-28] 

which will be discussed in more detail later on. 

 

 

Figure 4.8: Fraction of non-reflected microwave power, microwave efficiency and plunger position 
evolution during the physical time. 

 

As the temperature of the glass starts to increase, so do its dielectric properties as shown in 

Figure 3.6. Recalling Equation (2.35), the penetration depth, , decreases when the dielectric properties 

increase. For the present case, at steady-state, the value of  is close to  which means that the 

microwave power is being absorbed in a thin outer layer of glass. By definition of penetration depth, the 

electric field practically vanishes after that penetration length, and since, in the present case, the ratio 

� is very small, being � the inner radius of the applicator tube, the microwave radiation sees the glass 

material as a poor absorber. As discussed in Section 2.6.3, an electromagnetic wave cannot propagate 

when the distance between two reflector walls are less than half of the cut-off wavelength, �;<
. So, 

for the present case where tube’s inner diameter is � , the distance between the tube’s inner 

surface and the waveguide walls is not enough to allow the propagation of the radiation, meaning that 

the electric flied is very low in the region between the load and the moving plunger as depicted in Figure 

4.9. 

 

 

Figure 4.9: Electric field norm [ ] in the microwave cavity at the steady-state. 
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Since practically no electric field reaches the moving plunger, its adjustment has very little in-

fluence on the microwave efficiency. Besides that, since the electric field is strongly attenuated when 

turning around the load, the radiation is being absorbed in a thin layer that is not axisymmetric but 

appears only in the tube side facing the microwaves as shown in Figure 4.10. In this figure the distribu-

tions of the electric field norm, loss factor and heat source in the glass region are presented. Recalling 

Equation (2.29), the heat source due to microwave absorption is proportional to que square of the elec-

tric field norm and to the loss factor. It is then expected that the heat source will be higher in those 

regions where electric field and loss factor higher values intersect. Figure 4.10 shows that due to rota-

tion, the loss factor distribution is axisymmetric. However, as stated above, the electric field distribution 

presents high values in a thin layer only on the side of the tube facing the radiation and very lower values 

on the opposite region. As the absorbing region is confined only to that side of the tube, the volume of 

glass that is effectively absorbing the microwave radiation is small relatively to the total volume and 

since the glass temperature is continuously rising, the penetration depth is continuously decreasing, 

reducing the thickness of this absorbing layer. This is the reason why, for this tube diameter, the value 

of ��
� and, consequently, of ��, converge to a low value. As stated before, this discussion will 

be addressed again in the following sections. 

 

 

Figure 4.10: Heat source [ �] distribution, (a), in the glass thin layer facing the incoming microwave 
radiation. Distributions of the (b) electric field norm [ ], (c) loss factor and (d) heat source [ �] in 
the glass region at the steady-state. 
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The microwave efficiency curve presents the same behavior discussed so far. However, this 

curve is shifted down, relatively to the curve representing the fraction of non-reflected microwave power. 

This shift is because, as stated earlier, the microwave efficiency accounts not only for the reflected 

power but also for the leaked radiation through the inlet and outlet surfaces of the tube and glass regions. 

It can be concluded, recalling Equation (3.24), that the ratio between the power leakage and the power 

input, is kept almost constant along the process evolution. 

To justify the slight increase in the microwave efficiency between  and  it is useful 

to observe Figure 4.11 where it can be seen that during this time interval phase change is occurring at 

the outlet region and that the temperature in this region is almost constant and equal to the melting 

temperature. Since the volume that is effectively absorbing radiation is related to the penetration depth 

and since, during this time interval, the value of  is kept constant in that region, as the power input 

continuously increases so does the microwave efficiency. If a constant volume of material is absorbing 

an increasing power input, the rate of increase in the power absorbed is higher than if that volume was 

continuously decreasing. After the phase change, the temperature of the glass starts to rise again and, 

consequently, the penetration depth is reduced, leading to a decrease in the microwave efficiency until 

steady-state is achieved. 

 

 

Figure 4.11: Average outlet glass temperature, maximum glass temperature, maximum tube 
temperature and outlet fraction of melted material evolutions during the physical time. 

 

Figure 4.11 presents the evolution of the glass average outlet and maximum temperatures, the 

tube maximum temperature and the outlet fraction of melted glass. Regarding the glass average outlet 

temperature, it is noticed that during the first iteration, its value drops sharply from  to around 

. This happens because initially the outlet region is the hottest place in the glass. It is also in this 

region that the highest glass velocities are present due to its narrower diameter. Since the highest 

absorption region is quite above the outlet, the initially hot material flows out of the tube before the new 

hot material has time to get to the outlet. Another cause for that temperature drop is the fact that, in the 

first iteration, the MATLAB controller does not consider the thermal losses when computing the required 

power input. After the first iteration, the glass average outlet temperature continuously rises until it sta-

bilizes at  when steady-state is achieved. 
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Concerning the glass maximum temperature, it is observed that there is an initial sharp increase 

mainly due to the high microwave efficiency in that period. After the third iteration the maximum 

temperature drops and then starts a continuous increase until steady-state is achieved. Between  

and  it is observed that the maximum temperature stabilizes around the melting temperature, illus-

trating the phase change occurring in the region of highest microwave absorption. The tube maximum 

temperature also experiences a decrease in the first iteration, following the glass outlet temperature 

behavior. After that period, this temperature starts to approach the glass maximum temperature, both 

being practically the same during the rest of the simulation. This happens because, as verified above, 

the microwave absorption occurs in a very thin layer of glass near the tube’s inner walls, so both maxi-

mum temperature locations are near each other reducing the margin for differences. The curve repre-

senting the outlet fraction of melted glass shows that, at steady-state, the exiting glass is completely 

processed as desired. It is also possible to conclude that an outlet average temperature of  was 

not necessary to have  of melted glass at the outlet. However, since different operational condi-

tions will be studied in this work, and in order to account for possible high thermal gradients at the outlet 

due to the increase of the tube’s diameter or of the mean flow velocity, this average outlet temperature 

was chosen. 

In Figure 4.12 the evolution of the control variables from the MATLAB algorithm are presented. 

The microwave efficiency curve has been already discussed above. Regarding the power input evolu-

tion, it is observed that its continuous increase is mainly caused by the decrease in the microwave 

efficiency following Equation (3.31). The thermal losses across the exterior boundaries of the microwave 

cavity also contribute to the power input increase. Between  and  a decrease in the power 

input is observed due to the increase in the microwave efficiency in the same time interval. Relatively to 

the plunger position adjustment, it has been mentioned that, for the present case, it has little influence 

on the microwave efficiency after the first couple of iterations, when the glass temperatures reach values 

that keep the penetration depth close to . However, it will be seen later that, although this influence 

is small, it is always better than not having any plunger adjustment at all and that for smaller tube 

diameters the plunger position adjustment will play a fundamental role in the process.  

 

 

Figure 4.12: Power input, microwave efficiency, transient term of the heat equation and plunger position 
evolutions during the physical time. 
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Figure 4.13 shows how the power input is being distributed in the system. As discussed before, 

there is a considerable fraction of this power that is being reflected. Another relevant fraction of the 

power input is leaking from the cavity. This power leakage has less influence than the reflected power 

but still represents around  of the power input and this percentage is practically kept constant during 

the process evolution, as discussed before. The fraction of the power input that is not reflected nor 

escapes is absorbed by both glass and tube. Additionally, the power absorbed evolution curve is also 

depicted in Figure 4.13. 

 

 

Figure 4.13: Power input, power absorbed, power leakage, power reflected and microwave efficiency 
evolution during the physical time. 

 

 

Figure 4.14: Power absorbed, transient term of the heat equation, sensible and latent heat at the outlet 
and thermal losses evolutions during the physical time. 

 

The evolution of each energy term, used in an energy balance, is illustrated in Figure 4.14. The 

power absorbed by both glass and tube is obtained by adding the sensible heat, latent heat, thermal 

losses and the transient term of the heat equation. Regarding the transient term of the heat equation, it 

is shown that it approaches zero from positive values, meaning that the energy of the system is 

increasing, resulting in the rise of the glass temperature, until steady-state is achieved. The dotted line 

represents the sum of the sensible heat, latent heat and thermal losses. It can be noted that when the 
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transient term of the heat equation approaches zero, i.e., when the steady-state is being reached, the 

dotted line tends to the power absorption curve as expected, meaning that all the power absorbed is 

being used to rise the material temperature, change the material phase and overcome the thermal 

losses. The difference between both curves gives information about how far the solution is from steady-

state. 

In Figure 4.15 the energy balance of the system is schematically represented. For the studied 

operational conditions  of the microwave power input is reflected,  is escaping as microwave 

leakage and only  is being absorbed by the glass and tube, indicating that for this case the micro-

wave efficiency is �� . Of the power that is effectively absorbed by both glass and tube,  

is being used to heat the glass from  to ,  is being used in the glass phase change and 

 is being lost as convection and radiation through the microwave cavity exterior walls. Since only 

the sensible and latent heat are useful power in the process, the thermal efficiency is, for this case, 

. 

 

 

Figure 4.15: Complete energy balance of the microwave cavity for the case with �  and 
. 

 

The global efficiency, calculated as the product of the microwave efficiency, the thermal effi-

ciency and the outlet fraction of melted material, is � . Another key performance indicator, KPI, 

is the specific energy consumption,  [ ], which represents the amount of energy required to pro-

cess  of glass and it is given by: 

 

 �#
 (4.11) 
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which, for the present case, is equal to . This value can be compared to the data 

given in [1], where it is stated that for the conventional glass melting process, the European average 

specific energy consumption in  was ��#� . The  value obtained for the micro-

wave heating process represents an increase of around  in the energy consumption per kilogram 

of processed material. However, it is important to notice that, for the studied operational conditions, the 

global efficiency of the process was very low, � , indicating that significant improvements can 

be made. Besides that, it is also important to highlight that using microwaves as the heating source has 

a tremendous impact in environmental issues since there are no direct emissions of �. Another ad-

vantage in using microwaves is the significant reduction in the process duration, since to achieve the 

steady-state around  hour was needed which represents a decrease of around  relatively to the 

conventional process [12]. The overall steady-state results are summarized in Table 4.6. 

 

Table 4.6: Steady-state results for the glass melting process with �  and . 

 

Variable Value 

Power input, �# [W]  

Power reflected, �	
 [W]  

Power leakage, � [W]  

Power absorbed, ��� [W]  

Sensible heat at outlet (theoretical, #		M	M / obtained, ) [W]  

Latent heat at outlet (theoretical, #		M	M / obtained, ) [W]  

Thermal losses, ���� [W]  

Outlet Fraction of melted material,  [ ]  

Glass maximum temperature, �,%�� [ ]  

Tube maximum temperature, ,%�� [ ]  

Glass average outlet temperature, � � [ ]   

Microwave efficiency, �� [ ]  

Thermal efficiency,  [ ]  

Global efficiency, � [ ]  

Specific energy consumption,  [ ]  

 

 

4.5 Influence of plunger position updates, microwave leakage and 
slip boundary condition 
 

As have been introduced earlier, in the numerical simulations done so far it was assumed the 

presence of microwave leakage on the tube’s inlet and outlet, a no-slip boundary condition was used in 

the tube inner walls and a plunger position adjustment was performed every iteration in order to 

maximize the microwave efficiency. In this section, three studies are presented with the purpose of 

showing how these model parameters influence the glass melting process by running a set of simula-
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tions without the plunger position adjustments (Subsection 4.5.1), without the presence of microwave 

leakage (Subsection 4.5.2) and with a slip boundary condition on the tube inner walls (Subsection 4.5.3). 

All three studies were run for operational conditions with �  and . 

 

 

4.5.1 Plunger position updates 
 

To investigate how the plunger position adjustments affect the glass heating process and the 

respective steady-state results, a set of four simulations were carried out. In the first two, a tube with an 

inner diameter of �  was used. For the other two, a value of �  was chosen. Using 

Equation (4.9), the mass flow rate was set in order to have the same mean flow velocity, 

��	 , for all cases. In each pair of simulations, one was run with the plunger position ad-

justments and the other with the plunger position kept constant during the simulation. The operation 

conditions described above are compiled in Table 4.7. 

 

Table 4.7: Operation conditions of the numerical simulations. 

 

Operational conditions 

 Mass flow rate,  [ ] Tube inner diameter, � [ ] Plunger adjustments 

Simulation     Yes 

Simulation     No 

Simulation     Yes 

Simulation     No 

 

 

Figure 4.16: Fraction of non-reflected microwave power evolution during the physical time, for �

, with and without plunger position adjustments. 
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The evolution of the fraction of non-reflected microwave power during the glass heating process 

for the case with �  is shown in Figure 4.16. Although the curve obtained with the plunger 

position adjustments have already been commented in Section 4.4, it is interesting to compare it with 

the curve obtained without these adjustments, i.e., with the plunger kept in a constant position during 

the process. In the first iterations, when the glass temperatures are low and the penetration depth is 

large, the plunger position adjustments prove to be very effective, keeping the value of ��
� close 

to . However, as discussed before, as the temperature increases so do the glass dielectric proper-

ties contributing to a decrease in the penetration depth and, consequently, to a decrease in the fraction 

of non-reflected power. At this stage, after  of physical time, due to the large inner tube diameter, 

the electric field is strongly attenuated when turning around the load because of the cut-off phenomenon 

already described. Since the magnitude of  is very low in the region between the load and the moving 

plunger, the latter’s position adjustments have little influence on the process. This can be attested by 

the almost perfect vertical shift observed between both curves. Besides that, the converged results for 

both cases show a difference of only  in the value of ��
� and, consequently, on the value of 

the microwave efficiency, ��. 

 

 

Figure 4.17: Fraction of non-reflected microwave power evolution during the physical time, for �

, with and without plunger position adjustments. 
 

The same analysis has been done for a tube with �  and the evolution of the fraction 

of non-reflected microwave power with and without plunger position adjustments are shown in Figure 

4.17. It can be observed that in the first iteration, there is a tremendous decrease in the value of 

��
� in both curves. This happens because the thermal losses are not considered in the initial power 

input, �#, calculated by the MATLAB controller as justified earlier, and so, a significant decrease in the 

glass temperature takes place. With that high temperature drop, the dielectric properties experiment a 

drastic decrease, so does the ability of the glass to absorb the microwave power. In the second iteration, 

the power input is updated considering the thermal losses measured and the glass temperatures rise 

again and so there is an improvement in the microwave absorption ability. During the initial period of the 

heating process, the plunger position adjustments allow the value of ��
� to be above . How-



60 
 

ever, as the glass temperatures continues to rise, the penetration depth decreases, and the fraction of 

non-reflected microwave power starts to drop, converging to a value around . 

Comparing the results presented in Figures 4.16 and 4.17, it can be observed that for the case 

with � , there is no longer a perfect vertical shift between the curves obtained with and without 

plunger position adjustments as it was seen for the case with � . Although in both cases the 

value of ��
� experiments a drop as the glass heats up, for the case with �  the plunger 

position adjustments have a considerable influence on the process allowing a reduction in the rate of 

decrease of the ��
� curve. This happens due to the lower inner tube diameter which reduces the 

influence of the cut-off frequency phenomenon, allowing the electric field to turn around the glass more 

easily and contributing to an improvement of the moving plunger influence on the distribution of the 

electric field inside the microwave cavity, as illustrated in Figure 4.18. For that reason, the converged 

results with and without plunger position adjustments show a difference of almost  in the value of 

��
�. 

 

 

Figure 4.18: Electric field norm [ ] in the microwave cavity at steady-state, for the case with (a) �

 and (b) � . 

 

The influence of the plunger position adjustments in the glass heating process and in its con-

verged results is clearly dependent on the tube’s inner diameter, �, increasing as the latter decreases. 

However, the results presented in this study show that the use of plunger position adjustments is always 

a better solution than keeping the moving plunger in a fixed position, since it increases the microwave 

efficiency. 

 

 

4.5.2 Microwave leakage 
 

As it was observed so far, radiation leakage through the tube’s inlet and outlet represent a 

considerable power loss in the glass melting process and, consequently, a relevant penalty for the mi-

crowave efficiency, ��. As described earlier, this power loss was modelled by assigning a scattering 

boundary condition to the surfaces where it occurs. In order to compare the steady-state results with 

and without microwave leakage, a simulation was run with a model in which, for those surfaces, a perfect 
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electrical conductor boundary condition was assigned. The relevant results obtained for both cases are 

presented in Table 4.8. 

 

Table 4.8: Comparison of the steady-state results with and without microwave radiation leakage. 

 

Variable  
Value 

With leakage Without leakage 

Power input, �# [W]   

Power absorbed, ��� [W]   

Sensible heat at outlet (theoretical, #		M	M / obtained, ) [W]   

Latent heat at outlet (theoretical, #		M	M / obtained, ) [W]   

Thermal losses, ���� [W]   

Microwave efficiency, �� [ ]   

Thermal efficiency,  [ ]   

Global efficiency, � [ ]   

Specific energy consumption,  [ ]   

 

By analyzing the results shown in Table 4.8 it can be noticed that despite the thermal efficiency 

has remained practically the same, the microwave efficiency has increased from  to . This 

happens mainly due to the fact the tube’s inlet and outlet boundaries are no longer permeable to the 

electromagnetic radiation. Instead, reflection phenomena occurs in those regions allowing the electric 

field to be more intense in the domain between the load and the moving plunger as depicted in Figure 

4.19. This means that not only there are no more radiation losses but also there is a better heat source 

distribution since there is a slight increase in the electric field and, consequently, in the heat source in a 

thin layer at the back side of the glass domain. 

 

 

Figure 4.19: Electric field norm [ ] in the microwave cavity at steady-state for the case (a) with and 
(b) without microwave radiation leakage. 
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The observed increase in the microwave efficiency contributes to a power input reduction of 

almost  which is reflected in the decrease of the specific energy consumption. This analysis allows 

to conclude that microwave leakage has a considerable impact on the continuous glass melting process 

and should be avoided, or limited, as much as possible. 

 

 

4.5.3 Slip boundary condition 
 

As mentioned earlier, the glass enters the tube in powder state and at ambient temperature. Its 

only when the phase change starts to occur that it begins to behave as a fluid. Modelling this complex 

flow is computationally expensive and it is beyond the goals of this Thesis. To simplify, the glass flow 

inside the tube was modelled as laminar, assuming fluid behavior everywhere and ignoring the influence 

of the solid particles flow. One of the differences between a solid particle and a fluid flow is the interaction 

with the tube walls. For fluid flows, the velocity must be zero at the walls which is modelled by imposing 

a no-slip boundary condition in the inner surface of the tube. However, when the material that flows is 

composed by small solid particles, non-zero velocities appear at the walls so a slip boundary condition 

must be used instead. With the objective to analyze the difference between both models, the glass 

melting process was simulated with a slip boundary condition assigned to the tube inner walls. The 

relevant steady-state results obtained for both cases are presented in Table 4.9. 

 

Table 4.9: Comparison of the steady-state results obtained using no-slip and slip boundary conditions 
at the tube inner walls. 

 

Variable  
Value 

No-slip B.C. Slip B.C. 

Power input, �# [W]   

Power absorbed, ��� [W]   

Sensible heat at outlet (theoretical, #		M	M / obtained, ) [W]   

Latent heat at outlet (theoretical, #		M	M / obtained, ) [W]   

Thermal losses, ���� [W]   

Microwave efficiency, �� [ ]   

Thermal efficiency,  [ ]   

Global efficiency, � [ ]   

Specific energy consumption,  [ ]   

 

Regarding Table 4.9, it can be seen that modelling the glass flow with a slip boundary condition 

allows a slight increase in the microwave efficiency and, consequently, a reduction in the specific energy 

consumption. This occurs mainly due to the differences observed in the thermal field as shown in Figure 

4.20. Since the velocities at the walls are not zero, the radial thermal gradients are significantly smaller 

and a slight decrease in the temperatures can be observed, especially in the thin layer region where the 
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heat absorption occurs. Consequently, the penetration depth experiences a small increase in the slip 

boundary condition model contributing to a slight increase in the microwave efficiency. 

Despite the slight increase in performance, most of the heat absorption occurs after the phase 

change takes place, i.e., when the glass is behaving as a fluid. For that reason, and since the differences 

between the global results for both cases are small, it was decided that the no-slip boundary condition 

was more realistic and, therefore, used throughout this work. 

 

 

Figure 4.20: Distributions of the electric field norm [ ], temperature [ ], heat source [ �] and 
fraction of melted phase in the glass region at steady-state, for the case with (a) no-slip and (b) slip 
boundary conditions at the tube inner walls. 



64 
 

4.6 Tube inner diameter and mean flow velocity parametric studies 
 

In this section, a detailed analysis of the influence that the tube inner diameter and the glass 

mean flow velocity have on the efficiency of the melting process is presented. In Subsection 4.6.1, a 

parametric study is presented showing the effect of changing the diameter for a fixed mean flow velocity. 

Another parametric study showing the influence of changing the mean flow velocity for a fixed diameter 

is presented in Subsection 4.6.2. Finally, a combined parametric study is presented in Subsection 4.6.3, 

showing how the global efficiency varies in a given study domain and allowing to check the existence of 

optimum operational conditions. 

 

 

4.6.1 Influence of the diameter for a fixed mean flow velocity 
 

This subsection aims to quantify and study the influence that the applicator tube inner diameter 

exerts on the glass melting process, namely on its global efficiency. In this parametric study, the mean 

flow velocity was kept constant and equal to ��	 . In order to fulfill the purpose of this 

study, a set of simulations were carried out, whose operational conditions are summarized in Table 4.10. 

 

Table 4.10: Operational conditions for the simulations done in the diameter parametric study. 

 

Operational conditions 

 Mean flow velocity 

��	 [ ] 

Tube inner diameter 

� [ ] 

Mass flow rate 

 [ ] 

Simulation      

Simulation      

Simulation      

Simulation      

Simulation      

Simulation      

Simulation      

Simulation      

Simulation      

Simulation      

Simulation      

 

The converged values for the fraction of non-reflected microwave power, ��
�, microwave 

efficiency, ��, thermal efficiency, , outlet fraction of melted material, , and global efficiency, �, for 

each simulation are presented in Figure 4.21. Comparing the ��
� and �� curves, it is observed 

that despite a greater presence of microwave leakage for � , for diameters above 

 the ratio between the microwave leakage and the power input is kept practically constant, around 
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. It can also be concluded that there is a clear tendency for the microwave efficiency to increase as 

the diameter decreases, mainly because the fraction of non-reflected microwave power increases for 

smaller diameters. 

 

 

Figure 4.21: Fraction of non-reflected microwave power, ��
�, microwave efficiency, ��, thermal 

efficiency, , outlet fraction of melted material, , and global efficiency, �, versus tube inner diameter, 

�, for a constant mean flow velocity of ��	 . 

 

By analyzing the ��
� curve, the studied diameters can be grouped into two classes. The 

first class is constituted by the smaller diameters where �  and the second one is 

represented by diameters above � . This classification is strongly related to the cut-off fre-

quency effect reported in [23, 27-28] and already discussed in this work.  

As discussed in Section 4.4, due to the low penetration depths observed, which are illustrated 

in Figure 4.22, the cut-off frequency effect strongly contributes to the existence of a high fraction of 

reflected microwave power. As the diameter decreases, the electric field starts to be attenuated only 

when the distance between the tube and cavity walls is minimum, contributing to an increase of the 

external area of the glass absorbing layer, until � , as illustrated in Figures 4.23d and 4.23e. 

For diameters in the interval � , as the diameter continues to decrease, the slight 

decrease in the ��
� curve is justified by the decrease in the external area of the glass absorbing 

layer, as depicted in Figures 4.23c and 4.23d. However, for the same interval, the microwave efficiency, 

��, rises due to a drop in the microwave leakage. 

For diameters belonging to the first class, where � , the cut-off frequency 

phenomenon is less intense, and the electric field can properly propagate around the load as illustrated 

in Figure 4.18. This allows the glass absorbing layer to become axisymmetric, contributing to higher 

microwave absorption, as presented in Figures 4.24a, 4.24b and 4.24c. As the diameter decreases, the 
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sharp increase in the ��
� curve between �  is also caused by geometric rea-

sons. At the outlet region of the tube, the diameter, � �, is smaller than � and � � , which causes 

an increase in the heat source distribution in that region, as illustrated in Figures 4.24a and 4.24b. This 

increase in the heat source at the tube outlet region causes a temperature rise and, consequently, a 

decrease in the penetration depth, depicted in Figures 4.22a and 4.22b. Regarding the �� curve, the 

decrease observed for �  is due to the increase of the microwave leakage caused by the high 

electric field intensity in the outlet region of the tube.  

 

 

Figure 4.22: Penetration depth values for the converged solutions with (a) � , (b) � , 
(c) � , (d) �  and (e) � . For all cases, the penetration depth is always below 

 in the glass outer surface inside the microwave cavity. 

 

 

Figure 4.23: Heat source distribution [ �] in the external surface of the absorbing layer for (a) �

, (b) � , (c) � , (d) �  and (e) � . 
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Figure 4.24: Heat source distribution [ �] in the absorbing layer for (a) � , (b) � , 
(c) � , (d) �  and (e) � . For diameters bellow � . 

 

Despite the tendency for the microwave efficiency to increase as the tube inner diameter de-

creases, for manufacturing reasons, smaller diameters were not considered in this Thesis. Machining 

constraints such as drill lubrification, excessive vibrations, etc., require that when drilling a hole, the ratio 

between its depth and diameter should not be grater then  [60]. However, since boron nitride is a 

ceramic material with a brittle behavior, a minimum inner diameter of �  was chosen for the 

applicator tube to guarantee good dimensional tolerances and that it would not break during the manu-

facturing process. 

The thermal efficiency, , curve, also presented in Figure 4.21 and calculated using Equation 

(3.26), shows a clear tendency to increase as the tube inner diameter increases. This trend is justified 

by the fact that, although there is an increase in the thermal losses as the diameter increases due to the 

maximum temperature rise, the ratio between these losses and the power absorbed is smaller for higher 

diameters and, therefore, a higher percentage of the power absorbed is used for the glass heating and 

phase change. 

The curve showing the outlet fraction of melted material, , is also depicted in Figure 4.21. The 

glass leaves the tube completely processed for all cases except for the diameter � . In this last 

case, the heat generated in the external absorbing layer cannot reach the center of the glass region by 

diffusion and large thermal gradients along the radial direction appear. Since the inside region of the 

glass is not heated above the melting point, there is a percentage of material that leaves the tube in 

solid state. 

Recalling Equation (3.28), the global efficiency of the process is calculated by multiplying the 

microwave and thermal efficiencies by the value of . This curve is also presented in Figure 4.21. It is 

observed that, initially the increase in the thermal efficiency compensates the decrease in the microwave 

efficiency contributing to an increase in the global efficiency. At �  the global efficiency reaches 

a maximum and then starts to decrease because the drop in the microwave efficiency is stronger than 

the small rise of the thermal one. Besides that, for the case with �  there is an extra penalty 

because  is no longer unitary. 
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In order to verify the positive influence of the rotation imposed in the tube, a set of simulations 

were performed for different diameters with the same mean flow velocity of ��	  without 

rotation. The global efficiency dependency on the tube diameter, for the cases with and without rotation 

are presented in Figure 4.25. 

 

 

Figure 4.25: Global efficiency, �, versus tube inner diameter, �, for a constant mean flow velocity of 

��	 , with and without tube rotation. 

 

By observing Figure 4.25 it is evident that imposing rotation in the tube brings significant ad-

vantages to the glass heating process as already discussed in Section 4.3. Not only there is an improve-

ment in the maximum value of the global efficiency, but also the critical diameter is larger when the 

rotation is used, allowing for more material to be processed with less power input. The sharper decrease 

in the curve without rotation after the critical diameter is explained by the decrease in the value of the 

outlet fraction of melted material, , which penalizes severally the global efficiency. As showed in Figure 

4.2, rotation contributes significantly to the uniformization of the thermal field and favors the heat diffu-

sion to the central region of the glass, allowing all material to be heated up above the melting tempera-

ture. If there is no rotation imposed to the tube, as the diameter increases, diffusion alone cannot heat 

up the central region of the glass and material in solid state starts to leave the tube, contributing to the 

sharp decrease in the global efficiency. 

The influence of the tube inner diameter can also be evaluated in terms of the specific energy 

consumption, , defined by Equation (4.11). Figure 4.26 shows the  curve versus the tube inner 

diameter and, as expected, its behavior presents a trend which is the inverse of the global efficiency 

one, meaning that for this mean flow velocity, the critical diameter of �  presents the higher 

value for the global efficiency and the lower value for the specific energy consumption. 

It can be concluded that for a mean flow velocity of ��	  there is a critical inner 

tube diameter of �  which maximizes the global efficiency of the glass melting process. For 

values below and above the critical diameter, low thermal efficiencies and low microwave efficiencies, 

respectively, are responsible for the decrease in the global efficiency of the process. 
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Figure 4.26: Specific energy consumption,  [ ], versus tube inner diameter, �, for a constant 
mean flow velocity of ��	 . 

 

 

4.6.2 Influence of the mean flow velocity for a fixed diameter 
 

In this subsection, another parametric study is presented with the aim of giving some insight on 

the influence that the mean flow velocity exerts on the process with a fixed diameter, � . To 

achieve this objective, a set of simulations were run, whose operational conditions are summarized in 

Table 4.11. 

 

Table 4.11: Operational conditions for the simulations done in the mean flow velocity parametric study. 

 

Operational conditions 

 Mean flow velocity 

��	 [ ] 

Tube inner diameter 

� [ ] 

Mass flow rate 

 [ ] 

Simulation      

Simulation      

Simulation      

Simulation      

Simulation      

Simulation      

Simulation      

Simulation      

Simulation      

Simulation      
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Similarly to the previous subsection, the converged results for the fraction of non-reflected mi-

crowave power, ��
�, microwave efficiency, ��, thermal efficiency, , outlet fraction of melted 

material, , and global efficiency, �, for each performed simulation are presented in Figure 4.27 and 

will be discussed in detail. 

Regarding the ��
� and �� curves, it can be observed that both show the same behavior, 

being the later shifted down from the other due to the presence of the microwave leakage. The almost 

perfect vertical shift between the curves indicate that the ratio between the microwave leakage and the 

power input is kept practically constant, around , for the studied diameter. The trend observed show 

that the microwave efficiency decreases continuously as the mean flow velocity increases. To justify this 

trend, it is useful to recall that the diameter used in this parametric study belong to the second class 

described in the previous subsection, meaning that the radiation absorption occurs in a thin outer layer 

facing the incoming waves. This thin absorption layer is not axisymmetric relatively to the tube’s central 

axis due to the cut-off frequency effect that takes place for large diameters. 

 

 

Figure 4.27: Fraction of non-reflected microwave power, ��
�, microwave efficiency, ��, thermal 

efficiency, , outlet fraction of melted material, , and global efficiency, �, versus mean flow velocity, 

��	, for a tube inner diameter of � . 

 

As the mean flow velocity increases, so does the mass flow rate of glass through the tube. 

Consequently, the power input delivered by the MATLAB controller rises with the increase of the mean 

flow velocity. Despite the increasing mass flow rate, the volume that effectively absorbs the radiation is 

decreasing in a feedback regime as the mean flow velocity rises. This happens because since the cut-

off frequency effect does not allow the absorption layer to extend around the tube, this absorption region 

generates more heat due to the higher power input. Consequently, the temperatures in the absorption 

layer increase as illustrated in Figure 4.28. With the temperature rise, the penetration depth decreases 

as showed in Figure 4.29, and the absorption layer gets thinner contributing to an even faster tempera-
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ture rise in the hot zone. The penetration depth decrease is then the cause of the continuous drop of 

the microwave efficiency due to a lower temperature uniformity as the mean flow velocity increases. 

 

 

Figure 4.28: Thermal field [ ] and heat source distribution [ �] in the glass domain for (a) ��	

, (b) ��	  and (c) ��	 , for a tube inner diameter of � . 

 

 

Figure 4.29: Penetration depth values for (a) ��	 , (b) ��	  and (c) ��	

, for a tube inner diameter of � . 

 

On the other hand, the thermal efficiency curve presents a continuous rise as the mean flow 

velocity increases as shown in Figure 4.27. This behavior can be justified similarly as in the last subsec-

tion. Although there is an increase in the thermal losses, the ratio between these losses and the power 

absorbed drops as the mean flow velocity increases. 

With respect to the outlet fraction of melted material, , Figure 4.27 shows that for mean flow 

velocities above ��	 , the exiting glass is no longer fully processed. For large velocities, 

the heat diffusion mechanisms are not able to transfer the heat absorbed in the outer layer to the central 

region of the material and, consequently, the temperatures do not exceed the melting point and solid 
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glass starts to flow out of the tube. It is important to notice that this decrease in the value of  is empow-

ered by the large diameter used in the study. 

The global efficiency curve, obtained from the product of the other three, exhibits an initial rise 

due to the sharp increase in the thermal efficiency. After that initial increasing tendency, a critical mean 

flow velocity of ��	  maximizes the global efficiency. Then the � curve starts to drop 

mainly due to the decrease in the value of , since the increase in the thermal efficiency compensates 

the decrease in the microwave one, as they have a similar derivative value. It is important to notice that 

the global efficiency varies only , between its minimum and maximum values, for the mean flow 

velocities studied, indicating that the velocity has less influence in the glass melting process then the 

tube inner diameter, studied previously. 

As in the previous subsection, a comparison between the global efficiency obtained with and 

without rotation is presented in Figure 4.30. Observing both curves, it is evident that rotation plays a 

very important role in the glass melting process when higher mass flow rates are desired, especially 

when large diameters are used. The very low values obtained in the simulations without rotation and the 

sharp drop in the curve is clearly due the steep decrease in the value of . As showed in Section 4.3 

and explained in the previous subsection, rotation improves the uniformization of the thermal field and 

favors the heat diffusion from the outer absorption layer to the central region of the glass, keeping the 

outlet fraction of melted material as high as possible. Without rotation, not only the global efficiency for 

a defined mean flow velocity is lower, but also the mass flow rates allowed in the process are very 

limited. 

 

 

Figure 4.30: Global efficiency, �, versus mean flow velocity, ��	, for a tube inner diameter of �

, for the cases with and without tube rotation. 
 

With this parametric study, it can be concluded that for large diameters, the microwave effi-

ciency decreases continuously with the rise of the mean flow velocity. On the other hand, the thermal 

efficiency shows the opposite trend. The outlet fraction of melted material, , is greatly influenced by the 

flow velocity. For this value to be kept as high as possible the tube rotation is crucial. Therefore, the 
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global efficiency of the glass melting process exhibits a maximum value for a critical mean flow velocity. 

Below and above this critical velocity, lower thermal efficiencies and reductions in the value of  affect, 

respectively, the global performance of the process. 

 

 

4.6.3 Combined parametric study 
 

In the previous subsections, two parametric studies were performed in order to analyze the 

influence of the tube inner diameter and mean flow velocity on the efficiency of the glass melting pro-

cess. In the first one, the diameter was varied with a fixed mean flow velocity and, in the second one, 

the velocity was changed while keeping a fixed diameter.  

In this subsection a combined parametric study is presented as complement to the previous 

ones. Since such combined parametric study for the continuous flow microwave glass melting process 

was not found in the literature by the time this Thesis was written, the main objective of this study is to 

give insight on how the process responds for different values of the examined parameters and thus to 

give some support in the design stage of a microwave continuous system, and also to find the opera-

tional conditions that maximize the global efficiency of this process within the given study domain. 

It is important to refer that it is not the purpose of this study to develop, or use, an optimization 

algorithm, since the computational effort required to run a single simulation is too high and also because 

the main purpose of the study is to obtain the global efficiency surface and not only its maximum value. 

For that reason, to find the best operational conditions, several simulations were done with different 

values of � and ��	. The study domain is illustrated in Figure 4.31, which shows that the analyzed tube 

inner diameters and mean flow velocities were changed in the intervals �  and 

��	 , respectively. 

 

 

Figure 4.31: Domain for the combined parametric study. Each point represents a performed simulation. 
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For each simulation, the converged values for the microwave efficiency, ��, thermal efficiency, 

, outlet fraction of melted material, , and global efficiency, �, were stored and plotted against both 

� and ��	 creating three-dimensional surfaces. These surfaces are presented in Figure 4.32 in a top 

view for better visualization. The global efficiency surface provides the information about the combina-

tion between � and ��	 that should be used to minimize the energy consumption in the glass melting 

process. However, since the global efficiency is obtained from the product between the values of ��, 

 and , to understand its behavior, it is indispensable to firstly examine the trends of the other three 

quantities. In the first place, a detailed description of the microwave efficiency surface will be given, 

followed by a briefer description of the  and  ones. This analysis will, obviously, be supported by the 

conclusions obtained in the previous subsections. 

 

 

Figure 4.32: Combined influence of the tube inner diameter, � [ ], and mean flow velocity, ��	 
[ ], on the (a) microwave efficiency, ��, (b) outlet fraction of melted material, , (c) global 
efficiency, �, and (d) thermal efficiency, . 

 

By observing Figure 4.32a, which represents the microwave efficiency dependence on both � 

and ��	, it can be confirmed the existence of two classes of diameters as already referred in Subsection 

4.6.1. For the second-class diameters, � , there is a clear tendency for the microwave effi-

ciency to continuously decrease as the mean flow velocity increases. As explained before in Subsection 

4.6.2, this happens due to the strong influence of the cut-off frequency effect and to the low penetration 

depths observed in the glass material, caused by the very high values of its dielectric properties. 

For smaller diameters, belonging to the first class where � , the microwave 

efficiency firstly increases with the mean flow velocity and at a certain critical point reaches a maximum 

value. Then, for velocities higher than the critical one, the microwave efficiency starts to drop. For the 
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studied mean flow velocity interval, at �  the microwave efficiency tends to increase without 

showing a critical value for the analyzed velocities. For these diameters, at low mean flow velocities, 

diffusion attenuates the radial temperature gradients and the thermal field varies practically only in the 

direction of the flow and the hot spot appears centered between the cavity top and bottom surfaces. The 

maximum temperatures are very high, and the penetration depth is low. When the mean flow velocity is 

increased, radial temperature gradients appear and the maximum temperatures decrease contributing 

to an increase in the penetration depth – as depicted in Figures 4.33a and 4.33b – and thus to a rising 

of the microwave efficiency. Until the critical velocity is reached, the microwave efficiency continues to 

increase due to the rise of the area of the outer surface of the absorbing layer as illustrated in Figures 

4.33b and 4.33c. After the critical mean flow velocity,  the microwave efficiency starts to drop because 

the area of the outer surface of the absorbing layer stays practically constant and penetration depth 

continues to decrease as a consequence of the temperature rise, similarly to what happens for the large 

diameters, as shown in Figures 4.33c and 4.33d. 

 

 

Figure 4.33: Thermal field [ ] and heat source distribution [ �] in the glass domain for (a) ��	

, (b) ��	 , (c) ��	 , which is the critical mean flow velocity and (d) 

��	 , for a tube inner diameter of � . 
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The evolution of this surface also shows that the microwave efficiency tends to continuously 

increase as the tube inner diameter decreases for all mean flow velocities studied as explained in detail 

in Subsection 4.6.1. It is, however, important to recall that this tendency is strongly related to the lower 

penetration depths of the glass at high temperatures. 

It is also important to refer that these results are in accordance with the work of Yousefi et al. 

[28] which presents a similar parametric study for the microwave heating process of flowing water al-

ready discussed in Subsection 1.3.3 and illustrated in Figure 1.1. 

Figure 4.32b, shows that for almost all simulations the glass leaves the tube totally processed. 

It is only for large diameters and with high mean flow velocities that the value of  starts to drop and 

affects the global efficiency. Observing Figure 4.32d, it can be stated that the thermal efficiency 

continuously grows with the increase of both � and ��	 as it was explained in the previous subsections. 

After analyzing the microwave and thermal efficiencies surfaces as well as the variation of the 

outlet fraction of melted material in the defined study domain, Figure 4.32c, describing the global effi-

ciency, can be commented. It can be observed that, for all studied diameters, the global efficiency rises 

with the increase of the mean flow velocity until a critical value is reached, where a maximum efficiency 

is achieved. In a general way, this critical velocity increases as the diameter decreases. After the critical 

velocity, the global efficiency tends to drop and then stabilize. This behavior is due to the influence of 

the thermal efficiency on the microwave process. For low velocities, the global efficiency curve shows 

low values due to the very low thermal efficiencies. 

Since for high mean flow velocities, the thermal efficiency tends to stabilize for values close to 

unity, its influence on the global efficiency vanishes. On the other hand, the curve of  only affects the 

global efficiency for diameters close to �  at very high velocities. For that reason, and since 

the highest values of the microwave efficiency are in the region where the thermal efficiency has little 

influence and the value of  has no influence at all, the parameters that maximize the global efficiency 

are �  and ��	 , corresponding to a mass flow rate of . The con-

verged results for these operational conditions are summarized in Table 4.12. 

 

Table 4.12: Steady-state results for the glass melting process with �  and . 
 

Variable Value 

Power input, �# [W]  

Power absorbed, ��� [W]  

Sensible heat at outlet (theoretical, #		M	M / obtained, ) [W]  

Latent heat at outlet (theoretical, #		M	M / obtained, ) [W]  

Thermal losses, ���� [W]  

Microwave efficiency, �� [ ]  

Thermal efficiency,  [ ]  

Global efficiency, � [ ]  

Specific energy consumption,  [ ]  
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Observing the  value obtained and comparing it to the reference value for the conventional 

process, ��#�  given in [1], it can be concluded that energy savings of almost  can 

be achieved using the microwave melting process. 

Similarly to what has been done at the end of Section 4.4, the energy balance of the microwave 

cavity for these operational conditions is presented in Figure 4.34. It can be observed that the microwave 

power reflected represents  of the microwave power input, while  is escaping as microwave 

leakage. For these operational conditions  of the microwave power input is being absorbed by the 

glass and tube, which represents a microwave efficiency of �� . Of the power that is effectively 

absorbed by both glass and tube,  is being used to heat the glass from  to ,  is 

being used in the glass phase change and only  is being lost as convection and radiation through 

the microwave cavity exterior walls. Since only the sensible and latent heat are useful power in the 

process, the thermal efficiency is, for this case,   and a global efficiency of �  was 

achieved. 

 

 

Figure 4.34: Complete energy balance of the microwave cavity for the case with �  and 
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Chapter 5  
 

 

Conclusions 

 

A continuous flow microwave heating unit with the purpose of melting glass was developed and 

modelled in this Thesis. The commercial software COMSOL Multiphysics was used to numerically 

simulate the glass melting process by coupling the electromagnetic and thermal physics. Three-dimen-

sional transient simulations were run in order to achieve steady-state results with the desired outlet 

conditions and with the lowest possible power input. To reach this objective, the transient simulations 

were controlled by a developed MATLAB algorithm coupled to the COMSOL interface. This algorithm 

allowed to control the cavity geometry with a moving plunger, enabling the optimization of the process 

efficiency, and to control the power input delivered by considering the thermal losses, the microwave 

efficiency variations, as well as the power required to heat and melt the flowing material. 

Several studies in this Thesis were carried out in order to analyze the performance of the de-

veloped MATLAB algorithm and the influence of several operation parameters in the microwave glass 

melting process. The thermal history for given operational conditions was studied in detail showing that 

the MATLAB code was able to control the simulation until a steady-state solution was achieved. The 

results showed that the outlet conditions defined by the user were achieved and temperature-related 

problems, such as the thermal runaway phenomenon, were not observed. 

It was verified that by imposing rotation on the applicator tube it allowed to have more uniform 

temperature fields and thus lower maximum temperatures in the glass and in the tube. This represents 

an advantage not only for the tube’s working conditions but also for the process itself since a rise in the 

microwave efficiency was observed as the rotation was increased. It was also concluded that above 

some critical rotation value, the increase in the microwave efficiency was no longer significant. 

The influence of the plunger position adjustments, required to keep the microwave efficiency as 

high as possible, was also analyzed and it was observed that it is always better to adjust the plunger 

position than to keep it fixed. However, better results were verified for smaller diameters due to the lower 

impact of the cut-off frequency effect. 

Microwave leakage was considered in the simulations done in this Thesis. However, to quantify 

its influence in the process, a simulation without leakage was carried out and compared. It was con-

cluded that microwave leakage has a considerable impact on the glass melting process and should be 

avoided or limited as much as possible. 
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The influence of the applicator tube inner diameter and mean flow velocity on the global effi-

ciency of the glass melting process was analyzed through a parametric study. The results showed that, 

for the defined study domain, operational conditions that maximize the global efficiency of the process 

can be found and that their values are strongly related to the penetration depth of the processed material 

which depends on its dielectric properties. For these conditions it was observed that using microwave 

energy as the heating source for melting glass allowed for energy savings of almost  relatively to 

the conventional process. 

 

 

5.1 Achievements 
 

The numerical study presented in this Thesis has confirmed that the commercial software COM-

SOL Multiphysics represents a very useful tool to the design of microwave heating systems.  The de-

veloped MATLAB algorithm used to control the numerical simulations has proven to be extremely effec-

tive since the converged solutions obtained presented the highest possible global efficiency with mini-

mum power input, corresponding to the outlet conditions required a priori by the user, namely a defined 

averaged material outlet temperature and a totally processed material leaving the applicator tube. The 

controller has also proven to be capable of achieving automatically steady-state solutions without any 

temperature-related problems and without any intervention by the user. It was also shown that this con-

troller can be applied in a physical apparatus since all its input variables can be measured by devices 

found in the market. 

The performed detailed parametric study represents a true innovation on the microwave glass 

melting process research since nothing similar was found in the literature by the time this Thesis was 

written and constitutes a precious help in the design of microwave continuous systems and in the choice 

of the best combination of operational conditions in such systems. 

 

 

5.2 Future Work 
 

In order to improve the numerical model to better simulate the real microwave glass melting 

process, some efforts should be done to better model the flow of the material being processed. Some 

distinction should be made between the solid particle phase and the molten phase flows. 

To improve the global efficiency of the process, microwave transparent materials with lower 

thermal conductivity should be found and tested to be assigned to the applicator tube. This would de-

crease even more the thermal losses of the system. The microwave continuous flow glass melting pro-

cess should be studied using multi-mode cavities to limit the influence of the cut-off frequency effect that 

was observed in this work. For those cavities, some systems capable of controlling the electromagnetic 

field resonance should also be studied and developed, like the 3 stub-tuner, since it is a more popular 

impedance matching mechanism used in microwave systems, although way more difficult to model in 

numerical simulations [61-63]. 
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